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## The Prime Number Theorem

A prime number is any integer $\geq 2$ with no divisors except itself and one.
Let $\pi(x)$ be the number of primes less than or equal to $x .(\pi(x) \rightarrow \infty$ as $x \rightarrow \infty$ )

The prime number theorem states that

$$
\pi(x) \sim \frac{x}{\ln x} \quad \text { or } \quad \lim _{x \rightarrow \infty} \frac{\pi(x)}{x / \ln x}=1 .
$$

Another form states that

$$
\pi(x) \sim \int_{0}^{x} \frac{d t}{\ln t} \quad(=\operatorname{li}(x))
$$

## Plot of $\pi(x), x / \ln x, \mathbf{l i}(x)$
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- Legendre (1798) conjectured $\pi(x)=\frac{x}{A \ln x+B}$.
- Legendre (1808) used numerical evidence to claim $\pi(x)=\frac{x}{\ln x+A(x)}$, where $\lim _{x \rightarrow \infty} A(x)=1.08366 \ldots$.
- Gauss (1849, as early as 1792) used numerical evidence to conjecture that

$$
\pi(x) \sim \int_{0}^{x} \frac{d t}{\ln t}
$$

- Dirichlet (1837) introduced Dirichlet series:

$$
\widehat{f}(s)=\sum_{n=1}^{\infty} \frac{f(n)}{n^{s}}
$$
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and showed that the PNT is equivalent to
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- Riemann (1860) introduced the Riemann zeta function:

$$
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}=\prod_{p}\left(1-\frac{1}{p^{s}}\right)^{-1}, \quad \Re(s)>1
$$
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- Only singularity at $s=1, \zeta(s)=\frac{1}{s-1}+\gamma+\gamma_{1}(s-1)+\cdots$.
- Showed using residue calculus that

$$
\psi(x)=x-\sum_{\rho} \frac{x^{\rho}}{\rho}-\frac{\zeta^{\prime}(0)}{\zeta(0)}-\frac{1}{2} \ln \left(1-x^{-2}\right)
$$

where $\rho$ are the non-trivial zeros of $\zeta(s)$, so the PNT is equivalent to

$$
\lim _{x \rightarrow \infty} \frac{1}{x} \sum_{\rho} \frac{x^{\rho}}{\rho}=0
$$

- Riemann hypothesis: $\Re(\rho)=\frac{1}{2}$.


## First Proof of the PNT

- Hadamard \& de la Valèe Poussin (1896, independently) showed $\exists a, t_{0}$
such that $\zeta(\sigma+i t) \neq 0$ if $\sigma \geq 1-\frac{1}{a \log |t|},|t| \geq t_{0}$, so

$$
\psi(x)=x+O\left(x e^{-c(\log x)^{1 / 14}}\right) .
$$
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- Mertens (1898) gave a short proof that $\zeta(s) \neq 0, \Re(s)=1$.
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- Mertens (1898) gave a short proof that $\zeta(s) \neq 0, \Re(s)=1$.
- Ikehara (1930) \& Wiener (1932) used Tauberian theorems to prove Ikehara's theorem:
- Let $\widehat{f}(s)=\sum_{n=1}^{\infty} \frac{a_{n}}{n^{s}},\left\{a_{i}\right\}$ real and nonnegative.
- If $\widehat{f}(s)$ converges for $\Re(s)>1$, and $\exists A>0$ s.t. for all $t \in \mathbb{R}$, $\hat{f}(s)-\frac{A}{(s-1)} \rightarrow$ finite limit as $s \rightarrow 1^{+}+i t$, then $\sum_{n \leq x} a_{n} \sim A x$.
- This can be used to show $\lim _{x \rightarrow \infty} \psi(x) / x=1$ directly.
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## Improvements (cont'd)

- Erdös \& Selberg (1949) produced an "elementary" proof - no complex analysis.
- Newman (1980) showed $\lim _{x \rightarrow \infty} \psi(x) / x=1$ using straightforward contour integration.
- Lucas, Martin \& Lever - current work, looks at $\pi(x)$ directly.
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- $\mathcal{L}\{f(x)\}=\bar{f}(s)=\int_{0}^{\infty} e^{-s x} f(x) d x$.
- $\mathcal{L}^{-1}\{\bar{f}(s)\}=H(x) f(x)=\frac{1}{2 \pi i} \int_{\epsilon-i \infty}^{\epsilon+i \infty} \bar{f}(s) e^{s x} d s$.
- $H$ is the unit step function.
- $\epsilon$ to the right of any singularities in $\bar{f}(s)$.
- assume $\bar{f}(s) \rightarrow 0$ as $|s| \rightarrow \infty$.
- Choose $\bar{g}(s)$ such that $\bar{f}(s)-\bar{g}(s)$ is analytic at the rightmost singularity in $\bar{f}(s)$. If $\bar{g}(s) \rightarrow 0$ as $|s| \rightarrow \infty$, then shift the integration contour to the left, apply the Cauchy integral theorem, and get that $f(x)=g(x)+O\left(x^{c}\right)$, where $c$ is the new position of $\epsilon$. (e.g. Smith, 1966)
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## Arithmetic Functions and Dirichlet Series

An arithmetic function is a map $f: \mathbb{N} \rightarrow \mathbb{C}$.
Its Dirichlet series is $\widehat{f}(s)=\sum_{n=1}^{\infty} \frac{f(n)}{n^{s}}$,
convergent for $\Re(s)>c$ if $f(n)=O\left(n^{c-1}\right)$ as $n \rightarrow \infty$.
Given that

$$
\frac{1}{2 \pi i} \int_{\epsilon-i \infty}^{\epsilon+i \infty} \frac{x^{s}}{s} d s=\left\{\begin{array}{ll}
0, & x<1, \\
1, & x>1,
\end{array} \quad \epsilon>0\right.
$$

then

$$
\begin{aligned}
\frac{1}{2 \pi i} \int_{\epsilon-i \infty}^{\epsilon+i \infty} x^{s} \widehat{f}(s) \frac{d s}{s} & =\sum_{n=1}^{\infty} f(n) \times \begin{cases}0, & x<n \\
1, & x>n\end{cases} \\
& =\sum_{1 \leq n \leq x} f(n)
\end{aligned}
$$

## The Transform

We can recognize this as the inversion of a Laplace-like transform
$\left(x=e^{t}\right)$ :

$$
\begin{aligned}
(\mathcal{M} f)(t) & =\int_{1}^{\infty} f(x) x^{-s-1} d x, \\
H(x-1) f(x) & =\frac{1}{2 \pi i} \int_{\epsilon-i \infty}^{\epsilon+i \infty}(\mathcal{M} f)(t) x^{t} d t .
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## The Transform

We can recognize this as the inversion of a Laplace-like transform $\left(x=e^{t}\right)$ :

$$
\begin{aligned}
(\mathcal{M} f)(t) & =\int_{1}^{\infty} f(x) x^{-s-1} d x, \\
H(x-1) f(x) & =\frac{1}{2 \pi i} \int_{\epsilon-i \infty}^{\epsilon+i \infty}(\mathcal{M} f)(t) x^{t} d t .
\end{aligned}
$$

Some useful transform pairs are:

| $f$ | $\stackrel{\mathcal{M}}{\longleftrightarrow} \mathcal{M}(f)$ |
| :---: | :--- |
| $\gamma+\ln (\ln x)$ | $\frac{1}{s} \log \frac{1}{s}$ |
| $x^{a} \mathbf{l} \mathbf{i}\left(x^{c}\right)$ | $\frac{1}{s-a} \log \frac{c}{s-a-c}, \quad \Re(s)>c>0$ |
| $\Gamma(k)^{-1} x^{c}(\ln x)^{k-1}$ | $\frac{1}{(s-c)^{k}}, \quad \Re(s)>c ; k>0$ |
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## Average Order Asymptotics

The average order of an arithmetic function is $\widetilde{f}(x)=\frac{1}{x} \sum_{1 \leq n \leq x} f(n)$.
Then $x \widetilde{f}(x)=\frac{1}{2 \pi i} \int_{\epsilon-i \infty}^{\epsilon+i \infty} \widehat{f}(s) x^{s-1} d s$,
and $x \widetilde{f}(x) \longleftrightarrow \stackrel{\mathcal{M}}{\longleftrightarrow} \frac{\widehat{f}(s)}{s}$ and $\widetilde{f}(x) \longleftrightarrow \underset{\mathcal{M}}{\longleftrightarrow} \frac{\widehat{f}(s+1)}{s+1}$.
So, to find the asymptotic form of an average order:

- find its Dirichlet series $\widehat{f}(s)$ in closed form,
- identify the position and form of the singularities in $\frac{\widehat{f}(s)}{s}$,
- sum the inverse transforms of the singular parts.
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$\zeta(s)$ only singularity $\sim \frac{1}{s-1}$ at $s=1$, and $\zeta(s) \neq 0$ for $\Re(s) \geq 1$.
The prime zeta-function is the Dirichlet series of
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## The Prime Zeta-Function

Now

$$
\begin{aligned}
\log \zeta(s)=\sum_{p} \log \left(\frac{1}{1-p^{-s}}\right) & =\sum_{p} \sum_{m=1}^{\infty} \frac{1}{m p^{m s}} \\
& =\sum_{m=1}^{\infty} \frac{1}{m} P(m s)
\end{aligned}
$$

Using the Möbius inversion formula,

$$
P(s)=\sum_{n=1}^{\infty} \frac{\mu(n)}{n} \log \zeta(n s),
$$

where $\mu(n)= \begin{cases}0, & n \text { contains a square factor, } \\ (-1)^{m}, & n \text { a product of } m \text { distinct primes. }\end{cases}$
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Then

$$
\widehat{f}(s)=P(s) \quad \text { and } \quad x \widetilde{f}(x)=\pi(x) .
$$

So

$$
\pi(x) \stackrel{\mathcal{M}}{\longleftrightarrow} \frac{P(s)}{s}
$$

The rightmost singularity of $\frac{P(s)}{s}$ is $\frac{1}{s} \log \frac{1}{s-1}$ at $s-1$, whose inverse transform is li(x).

$$
\text { So } \pi(x) \sim \operatorname{li}(x) .
$$
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## Riemann's Form of $\pi(x)$

Recall $P(s)=\sum_{n=1}^{\infty} \frac{\mu(n)}{n} \log \zeta(n s)$.
Singularity in $\zeta(s)$ at $s=1$ means singularities in $\frac{P(s)}{s}$ at $s=\frac{1}{n}, \mu(n) \neq 0$.
At these points, singularities take the form $\frac{\mu(n)}{n^{s}} \log \frac{1}{n s-1}$, whose inverse transforms are $\mu(n) \frac{\mathrm{li}\left(x^{1 / n}\right)}{n}$.
So

$$
\pi(x) \sim \operatorname{li}(x)+\sum_{n=2}^{\infty} \frac{\mu(n)}{n} \operatorname{li}\left(x^{1 / n}\right)=R(x) .
$$
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## "Exact" Form of $\pi(x)$

Recall $P(s)=\sum_{n=1}^{\infty} \frac{\mu(n)}{n} \log \zeta(n s)$.
Zero of $\zeta(s)$ at $s=\rho_{m}$ means a singularity in $P(s) / s$ at $s=\rho_{m}$ of the form $\frac{1}{s} \log \left(\frac{s}{\rho_{m}}-1\right)$, whose inverse is $-\mathrm{i}\left(x^{\rho_{m}}\right)$.
As for Riemann's form, singularity in $\zeta(s)$ at $s=\rho_{m}$ also means singularities in $P(s)$ at $s=\rho_{m} / n, \mu(n) \neq 0$. These singularities are of the form $\frac{\mu(n)}{n s} \log \left(\frac{n s}{\rho_{m}}-1\right)$, whose inverses are $-\mu(n) \mathbf{l}\left(x^{\rho^{m} / n}\right) / n$.
The contributions of all singularities related to $s=\rho_{m}$ contribute $-R\left(x^{\rho_{m}}\right)$ to $\pi(x)$, and so

$$
\pi(x)=\lim _{k \rightarrow \infty} R_{k}(x) \quad \text { where } \quad R_{k}(x)=R(x)-\sum_{m=-k}^{k} R\left(x^{\rho_{m}}\right)
$$
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If $n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{k}^{\alpha_{k}}$ ( $p_{i}$ 's some primes), then $\omega(n)=k$ and $\Omega(n)=\alpha_{1}+\alpha_{2}+\cdots+\alpha_{k}$.

## Number of Distinct Primes

Define $\omega(n)$ to be the number of distinct primes in the prime decomposition of $n$, and $\Omega(n)$ to be the total number of primes.

If $n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{k}^{\alpha_{k}}$ ( $p_{i}$ 's some primes), then $\omega(n)=k$ and $\Omega(n)=\alpha_{1}+\alpha_{2}+\cdots+\alpha_{k}$.

It is well known (e.g. Hardy \& Wright) that $\widetilde{\omega}(n)=\ln (\ln n)+B_{1}+o(1)$, where $B_{1}=\gamma+\sum_{p}\left\{\ln \left(1-\frac{1}{p}\right)+\frac{1}{p}\right\}=0.261497212847642 \ldots$, and $\widetilde{\Omega}(n)=\widetilde{\omega}(n)+\sum_{p} \frac{1}{p(p-1)}=\widetilde{\omega}(n)+B_{2}-B_{1}$, where $B_{2}=1.034653881897438 \ldots$

## Asymptotics for $\omega$

We can show that

$$
\widehat{\omega}(s)=\zeta(s) P(s), \quad \text { and } \quad \widetilde{\omega}(x) \stackrel{\mathcal{M}}{\longleftrightarrow} \frac{\zeta(s+1)}{(s+1)} P(s+1) .
$$

## Asymptotics for $\omega$

We can show that

$$
\widehat{\omega}(s)=\zeta(s) P(s), \quad \text { and } \quad \widetilde{\omega}(x) \stackrel{\mathcal{M}}{\longleftrightarrow} \frac{\zeta(s+1)}{(s+1)} P(s+1) .
$$

Expanding around the rightmost singularity at the origin,

$$
\frac{1}{s} \log \frac{1}{s}+\frac{1}{s} \sum_{m=2}^{\infty} \frac{\mu(m)}{m} \ln \zeta(m)+\frac{\gamma-1}{s+1} \log \frac{1}{s}+O(1) .
$$
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Expanding around the rightmost singularity at the origin,
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Inversion gives

$$
\widetilde{\omega}(x) \sim \ln (\ln x)+\gamma+\sum_{m=2}^{\infty} \frac{\mu(m)}{m} \ln \zeta(m)+(\gamma-1) \frac{\mathbf{i}(x)}{x} .
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## Asymptotics for $\omega$

We can show that
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\widehat{\omega}(s)=\zeta(s) P(s), \quad \text { and } \quad \widetilde{\omega}(x) \stackrel{\mathcal{M}}{\longleftrightarrow} \frac{\zeta(s+1)}{(s+1)} P(s+1) .
$$

Expanding around the rightmost singularity at the origin,

$$
\frac{1}{s} \log \frac{1}{s}+\frac{1}{s} \sum_{m=2}^{\infty} \frac{\mu(m)}{m} \ln \zeta(m)+\frac{\gamma-1}{s+1} \log \frac{1}{s}+O(1) .
$$

Inversion gives

$$
\widetilde{\omega}(x) \sim \ln (\ln x)+\gamma+\sum_{m=2}^{\infty} \frac{\mu(m)}{m} \ln \zeta(m)+(\gamma-1) \frac{\mathbf{i}(x)}{x} .
$$

$$
\text { Previously } \widetilde{\omega}(n) \sim \ln (\ln n)+\gamma+\sum_{p}\left\{\ln \left(1-\frac{1}{p}\right)+\frac{1}{p}\right\} .
$$

## Asymptotics for $\Omega$

Similarly,

$$
\widehat{\Omega}(s)-\widehat{\omega}(s)=\zeta(s) \sum_{k=2}^{\infty} P(k s),
$$

## Asymptotics for $\Omega$

Similarly,

$$
\begin{gathered}
\widehat{\Omega}(s)-\widehat{\omega}(s)=\zeta(s) \sum_{k=2}^{\infty} P(k s), \\
\widetilde{\Omega}(x)-\widetilde{\omega}(x) \longleftrightarrow \stackrel{\mathcal{M}}{\longleftrightarrow} \frac{\zeta(s+1)}{s+1} \sum_{k=2}^{\infty} P(k(s+1)),
\end{gathered}
$$

## Asymptotics for $\Omega$

Similarly,

$$
\begin{gathered}
\widehat{\Omega}(s)-\widehat{\omega}(s)=\zeta(s) \sum_{k=2}^{\infty} P(k s), \\
\widetilde{\Omega}(x)-\widetilde{\omega}(x) \stackrel{\mathcal{M}}{\longleftrightarrow} \frac{\zeta(s+1)}{s+1} \sum_{k=2}^{\infty} P(k(s+1)), \\
\widetilde{\Omega}(x) \sim \widetilde{\omega}(x)+\sum_{k=2}^{\infty} P(k) .
\end{gathered}
$$

## Asymptotics for $\Omega$

Similarly,

$$
\begin{gathered}
\widehat{\Omega}(s)-\widehat{\omega}(s)=\zeta(s) \sum_{k=2}^{\infty} P(k s), \\
\widetilde{\Omega}(x)-\widetilde{\omega}(x) \stackrel{\mathcal{M}}{\longleftrightarrow} \frac{\zeta(s+1)}{s+1} \sum_{k=2}^{\infty} P(k(s+1)), \\
\widetilde{\Omega}(x) \sim \widetilde{\omega}(x)+\sum_{k=2}^{\infty} P(k) . \\
\left(\operatorname{Old} \widetilde{\Omega}(n)=\widetilde{\omega}(n)+\sum_{p} \frac{1}{p(p-1)}\right) .
\end{gathered}
$$

## Results for $\omega$ and $\Omega$




## Asymptotic Errors for $\omega$ and $\Omega$



## Conclusion

We have developed a generalization of Ikehara's theorem that relates the asymptotic behavior of the average order of an arithmetic function to the singularities in its Dirichlet series.

We have used this technique to prove the prime number theorem directly, without recourse to $\psi(x)$, derived both the Riemann and "exact" forms of $\pi(x)$, and found a correction to the classical $\omega, \Omega$ average order asymptotics.

## Further work:

- Apply technique to other arithmetic functions whose Dirichlet functions are known in closed form. Will the results improve the classical results?
- Reformulation of the twin prime conjecture:
- $\pi_{2}(x)$ is the number of twin primes between 1 and $x$, and is $x$ times the average order of $t(n)$, where $t(n)=p(n) p(n-2)$
- Can we use results for $p$ to find the Dirichlet series for $t$, find the form of the rightmost singularity of $\widehat{t}$, and find a result relating this to the conjectured asymptotic $\pi_{2}(x) \sim \frac{2 C x}{(\log x)^{2}}$, where $C=\prod_{p \geq 3} \frac{p(p-2)}{(p-1)^{2}} ?$


## An Integral Proof That $\pi<355 / 113$
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\int_{0}^{1} \frac{x^{4}(1-x)^{4}}{1+x^{2}} d x=\frac{22}{7}-\pi, \text { which shows } \pi<\frac{22}{7} \text { (Dalzell 1971, Mahler). }
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## An Integral Proof That $\pi<355 / 113$

$\int_{0}^{1} \frac{x^{4}(1-x)^{4}}{1+x^{2}} d x=\frac{22}{7}-\pi$, which shows $\pi<\frac{22}{7}$ (Dalzell 1971, Mahler).
In fact $I_{m, n}=\int_{0}^{1} \frac{x^{m}(1-x)^{n}}{1+x^{2}} d x=a+b \pi+c \ln (2)$, (Backhouse 1995), $a b<0$, and if $2 m-n(\bmod 4) \equiv 0$, then $c=0$.

Unfortunately, no integers $m, n$ lead to $I_{m, n}$ involving other continued fractions for $\pi$.

However,

$$
\int_{0}^{1} \frac{x^{8}(1-x)^{8}\left(25+816 x^{2}\right)}{3164\left(1+x^{2}\right)} d x=\frac{355}{113}-\pi
$$

which proves $\pi<355 / 113$.

