An adaptive $N$-body algorithm of optimal order

C. David Pruett a,*, Joseph W. Rudmin b, Justin M. Lacy c

a Department of Mathematics and Statistics, James Madison University, Harrisonburg, VA 22807, USA
b Physics Department, James Madison University, Harrisonburg, VA 22807, USA
c SETI Institute, 2035 Landing Drive, Mountain View, CA 94043, USA

Received 22 May 2002; received in revised form 11 December 2002; accepted 14 February 2003

Abstract

Picard iteration is normally considered a theoretical tool whose primary utility is to establish the existence and uniqueness of solutions to first-order systems of ordinary differential equations (ODEs). However, in 1996, Parker and Sochacki [Neural, Parallel, Sci. Comput. 4 (1996)] published a practical numerical method for a certain class of ODEs, based upon modified Picard iteration, that generates the Maclaurin series of the solution to arbitrarily high order. The applicable class of ODEs consists of first-order, autonomous systems whose right-hand side functions (generators) are projectively polynomial; that is, they can be written as polynomials in the unknowns. The class is wider than might be expected. The method is ideally suited to the classical $N$-body problem, which is projectively polynomial. Here, we recast the $N$-body problem in polynomial form and develop a Picard-based algorithm for its solution. The algorithm is highly accurate, parameter-free, and simultaneously adaptive in time and order. Test cases for both benign and chaotic $N$-body systems reveal that optimal order is dynamic. That is, in addition to dependency upon $N$ and the desired accuracy, optimal order depends upon the configuration of the bodies at any instant.
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1. Introduction

Of historical and practical interest, the $N$-body problem occupies a unique place at the heart of classical physics. Newton’s stunning success with the two-body problem – the orbit of a planet about the sun – for which he developed both the calculus and the universal theory of gravitation as tools, launched the scientific age of which we are yet a part. The intractability of the three-body problem led Poincaré to consider the qualitative behavior of systems of ordinary differential equations (ODEs) thereby providing the tools necessary for the articulation of nonlinear dynamics and chaos theory in the late 20th century (for example, phase portraits and Poincaré maps).
The $N$-body problem remains alive and well in a variety of contexts. Modern methods for simulating the formation of structure in the universe (e.g., both planetary and galactic accretion) exploit $N$-body dynamics [2,3,10]. Moreover, Lagrangian (particle-tracking) methods such as smoothed particle hydrodynamics (SPHs) [9] share much in common with $N$-body algorithms and have been adapted to problems as diverse as liquid-drop oscillations, gravitational collapse, and supernova explosion.

It can be inferred from recent review articles on astrophysical applications of $N$-body dynamics [10] that $N$-body algorithms fall into two categories: $N$-body integrators, and $N$-body simulators. The distinction, according to Morbidelli [10], is subtle but important. Whereas integrators directly solve Newton’s equations of motion without approximations except those inherent in the numerical scheme itself, simulators model certain dynamical and physical effects via layers of approximation. The distinction is analogous to the difference between direct numerical simulation (DNS) and large-eddy simulation (LES) in Eulerian computational fluid dynamics. Typically, integrators accurately evolve the motions of individual particles (bodies), which requires exceedingly high accuracy. Integrators scale as $N^2$ in computational effort and are limited by practical considerations to a few hundred bodies. Simulators, on the other hand, which seek statistical properties of large aggregates of particles and in which the specifics of individual particles are less important, favor efficiency at the expense of some degradation in accuracy. Such algorithms enjoy operation counts as low as $N \log N$ and treat $10^8$ particles in reasonable time on supercomputers.

The review articles of Bertschinger [3] and Morbidelli [10] discuss $N$-body algorithms for simulations of structure formation in the universe and the solar system, respectively. A breakthrough in $N$-body simulation technology occurred with the introduction of mixed-variable symplectic methods by Wisdom and Holman in 1991 [16], which tend to preserve volume in phase space. The algorithm was adapted to asynchronous time-steps by Saha and Tremaine in 1994 [14]. Symplectic algorithms tend to use non-adaptive leap-frog time advancement, which is of second order. Low-order without adaptation renders the method unsuitable for close encounters (near collisions) [10], as do basic assumptions of the formulation. Another milestone in $N$-body simulation is marked by the advent of hierarchal tree algorithms, in which individual clusters of particles are treated as a single pseudo-particle located at the center of mass of the cluster. Tree algorithms (e.g. [2,15]) scale as $N \log N$, which permits their application to massive systems. However, they are limited in accuracy to approximately 1% [2].

Direct integration of the classical $N$-body problem has tended to favor classical methods. Among these are Runge–Kutta, Bulirsch–Stoer, and Taylor-series methods [10]. Since 1985, many $N$-body algorithms have exploited some variant of Aarseth-type techniques [1,12], which are hybrid schemes inherently capable of simulation or integration. The Aarseth methods are predictor-corrector methods derived from Taylor-series expansions, typically of 4th-order, and coupled with asynchronous time advancement. Forces are separated into irregular (local) and regular (distant) contributions which are represented by two different polynomial expansions. Local force contributions are directly computed and the distant ones are predicted (modeled). The choice of nearest neighbors is effected on the basis of local density contrast. The separation of scales in time results in increases in efficiency typically of two orders of magnitude relative to classical methods [12]. However the scheme is optimal only if such separation of scales exists. In simulations, Aarseth-type schemes typically preserve energy to less that one part in $10^{-4}$.

The issue of optimal order arises in both contexts: $N$-body integration and $N$-body simulations. Press and Spergel [12] address the “extrapolability” of Aarseth-type codes, which they define as how far into the future the force may be projected while maintaining pre-established fractional accuracy of the solution. Higher order generally results in greater extrapolability and hence larger time-steps. However, in numerical experiments, they observe a point of diminishing returns, which suggests the existence of an optimal order. Their studies indicate that orders considerably higher than four are indicated, but they are unable to establish precise guidelines for optimizing order. The issue is picked up by Makino [8], who observes from numerical experiments that high-order schemes are favored over low-order during close encounters. In our interpretation, imminent close encounters (near singularities) are first manifest in high-order derivatives.
Thus adaptive low-order schemes run the risk of stepping over close encounters. Makino concludes that optimal order depends both upon the number of bodies \( N \) and the desired accuracy. It would therefore seem that optimal order is inherently dynamic, in that it depends upon desired accuracy, system size \( N \), and the system configuration at any given instant.

In 1993, Le Guyader [7] introduced a power-series method for the \( N \)-body problem that is of arbitrarily high order, and demonstrated the scheme in evolving the solar system to extraordinary accuracy (relative position errors \(< 10^{-10}\) in the outer planets) with polynomial orders as high as 25. Despite its relative inefficiency, such a scheme is useful for addressing the issue of optimal order. The method presented herein is also a power-series method of arbitrary order, similar to that of Le Guyader but derived independently. The present method generalizes that of Le Guyader in two fundamental ways. First, the method is derived from the novel perspective of Picard iteration, and thus represents a general approach readily adaptable to a wide class of problems, of which the \( N \)-body problem is an especially interesting example. Second, whereas the method of Le Guyader is adaptive in time, the present method is adaptive in both time and order.

In summary, the present paper presents a straightforward and novel computational approach suitable for a wide class of low-dimensional initial-value problems for which exceptionally high accuracy is favored over computational efficiency. The method also provides an appropriate theoretical tool for addressing numerical issues related to optimal order. Based upon Picard iteration, the method is demonstrated for the classical \( N \)-body problem. Normally a theoretical tool, Picard iteration is adapted in Section 2 to solve autonomous systems of first-order ODEs, and the method is illustrated with simple linear and nonlinear (predator–prey) examples. In Section 3, relevant theoretical considerations are reviewed. Section 4 extends the algorithm to a wide class of initial value problems, and in Section 5, the algorithm is adapted to the classical \( N \)-body problem. An adaptive time-advancement procedure is developed in Section 6. In Section 7, the adaptive procedure is enhanced to dynamically optimize both time-step and order. This is accomplished by minimizing computational effort while maintaining a pre-specified global accuracy in the solution. If the machine unit round-off error is exploited as the accuracy constraint, the entire algorithm is a parameter-free. The algorithm is demonstrated by evolving both benign (the solar system) and chaotic \( N \)-body systems to double-precision global accuracy. Concluding remarks and directions for future work are offered in Section 8.

2. Picard iteration revisited

Picard iteration has long been exploited to establish the existence and uniqueness of solutions of first-order systems of differential equations (e.g. [4]). However, until recently [11], Picard iteration was assumed impractical as a solution method per se. The advent of computer algebra systems has removed this impracticality. Furthermore, attempts to design practical solution methods based upon Picard iteration have yielded not only successful new algorithms but have raised intriguing theoretical issues. In this section, we briefly review Picard iteration, and demonstrate its application to the solution of the classical predator–prey problem.

Any system of high-order ordinary differential equations can be rendered as a first-order system, namely

\[
\frac{dy}{dt} = f(y, t) \quad (t > t_0), \quad y(t_0) = y^0. \tag{1}
\]

The successive Picard iterates \( y^k(t) \) of this system, defined by

\[
y^{k+1} = y^0 + \int_{t_0}^{t} f[y^k(s), s] \, ds \tag{2}
\]

converge uniformly to the exact solution \( y(t) \) for all \( |t - t_0| \leq T \) provided the vector function \( f \) satisfies the Lipschitz condition, in which case \( y(t) \) is unique [4]. Because non-autonomous systems of ODEs can be rendered autonomous, it suffices to consider
\[
\frac{dy}{dt} = f(y) \quad (t > t_0), \quad y(t_0) = y^0, 
\]
whereby the Picard iterates are
\[
y^{k+1} = y^0 + \int_0^t f[y^k(s)] \, ds,
\]
where without loss of generality, \(t_0 = 0\). Henceforth, according to [11], we will refer to the function \(f\) as the generator of the ODE.

2.1. A 1D example: the exponential function

Consider the scalar, linear initial value problem
\[
\frac{dy}{dt} = y \quad (t > 0), \quad y(0) = 1.
\]
It is straightforward to show that \(y^{k+1}(t) = 1 + \int_0^t y(s) \, ds = 1 + t + t^2/2 + \cdots + t^{k+1}/(k+1)!\) That is, the \(k\)th Picard iterate is the \(k\)-th order Maclaurin polynomial.

2.2. A 2D example: the predator–prey problem

The classical predator–prey problem provides a simple but useful example to illustrate a practical solution method based upon Picard iteration.

\[
\begin{align*}
\frac{dy_1}{dt} &= +c_1y_1 - c_2y_1y_2, \\
\frac{dy_2}{dt} &= -c_3y_2 + c_4y_1y_2.
\end{align*}
\]
Here, \(c_1, c_2, \text{ etc.}, \) are positive constants and \(y = [y_1, y_2]^T\), where \(y_1\) and \(y_2\) denote the populations (in say, thousands and hundreds) of prey and predator species, respectively. Note that \(f\) is both nonlinear and autonomous. Because the system is non-dissipative, the solution is, for any non-equilibrium initial condition, a closed limit cycle. For specificity, we take \(c_1 = 1.1, \ c_2 = 0.9, \ c_3 = 1.0, \) and \(c_4 = 1.0, \) and \(y^0 = [0.6, 0.7]^T\). From the generic initial condition with \(t_0 = 0\), the first two Picard iterates are
\[
\begin{align*}
y_1^1(t) &= y_1^0 + (a_1y_1^0 - b_1y_2^0) t, \\
y_2^1(t) &= y_2^0 + (c_2^0 + d_1y_2^0) t
\end{align*}
\]
and
\[
\begin{align*}
y_1^2(t) &= y_1^0 + (c_1y_1^0 - c_2y_1^0y_2) t + \frac{1}{2} \left[ c_1^2y_1^0 + 2c_1c_2y_1^0y_2 + c_2^2y_1^0y_2 - c_2c_4(y_1^0)^2y_2 + c_3^2y_1^0 + (y_2^0)^2 \right] t^2 \\
&\quad - \frac{1}{3} c_2y_1^0y_2^0 (c_1 - c_2y_2^0) ((-c_3 + c_4y_1^0) t^3 \\
y_2^2(t) &= y_2^0 + (c_3y_2^0 + c_4y_1^0y_2) t + \frac{1}{2} \left[ c_3^2y_2^0 + 2c_3c_4y_1^0y_2 + c_4^2y_1^0y_2 - c_1c_4y_1^0y_2 - c_2c_4y_1^0(y_2^0)^2 \right] t^2 \\
&\quad + \frac{1}{3} c_4y_1^0y_2^0 (c_1 - c_2y_2^0) ((-c_3 + c_4y_1^0) t^3.
\end{align*}
\]
What is noteworthy about (8) is that the approximation holds for arbitrary initial state \( y_0 \). Thus the same equation can be successively advanced in time simply by resetting the initial condition following each step. In general, the higher the Picard iterate, the larger the admissible time-step. Whereas the generation of successively higher Picard iterates rapidly becomes too tedious for hand computation, such calculations are routine for computer algebra systems.

In the sample problem, \( f \) is of polynomial form and degree two, in which case Picard iterate \( y_k \) is of order \( 2^k - 1 \). More generally, for polynomial \( f \) of degree \( p \), \( q_k = (p^k - 1)/(p - 1) \), where \( q_k \) denotes the degree of the \( k \)th Picard iterate. For arbitrary initial conditions, high order Picard iterates of polynomial generators become intractable, even for computer algebra systems, by, say, iteration eight, in which case there may be no advantage in using a Picard-based method over, for example, classical Runge–Kutta methods. Alternatively, the initial conditions (and parameters) can be specified numerically. For example, for the predator–prey system, the 2nd Picard iterate (8) collapses to

\[
\begin{align*}
y_1^2(t) &= 0.6 + 0.282t + 0.14187t^2 + 0.023688t^3, \\
y_2^2(t) &= 0.7 - 0.280t + 0.15470t^2 - 0.026320t^3.
\end{align*}
\]

For this scenario, the order of the expansion that can be generated by a computer algebra system is quite large. However, the expansion is valid only for a single time-step, following which another expansion must be generated.

In summary, Picard iteration can exploited once to generate a reusable power-series expansion of the solution with symbolic coefficients that incorporate the initial condition, or it can be exploited at each time-step to re-derive a power-series approximation with numerical coefficients.

3. Theoretical considerations

The generation of series solutions by Picard iteration would remain a novelty without much practical import were it not for several theoretical considerations that are potentially far reaching.

The straightforward symbolic computation of the successive Picard iterates in the example above hinged upon the polynomial form of the generator \( f \). (Henceforth, for clarity, we adopt the convention that degree refers to the generator whereas order refers to the approximation of the solution.) Many or most systems of ODEs are not originally cast in polynomial form. For example, consider the two-body problem of a satellite orbiting a planet at the fixed location \((x_0, y_0)\). The state vector \([x, y, u, v]^T\) of the satellite is governed by the autonomous system

\[
\begin{align*}
\frac{dx}{dt} &= u, \\
\frac{dy}{dt} &= v, \\
\frac{du}{dt} &= \frac{GM(x_0 - x)}{[(x - x_0)^2 + (y - y_0)^2]^{3/2}}, \\
\frac{dv}{dt} &= \frac{GM(y_0 - y)}{[(x - x_0)^2 + (y - y_0)^2]^{3/2}},
\end{align*}
\]

where \( M \) is the mass of the planet and \( G \) is the universal gravitational constant. By defining a new variable, the inverse separation distance \( s = 1/\sqrt{(x - x_0)^2 + (y - y_0)^2} \), the system above (10) can be rendered as
\[
\begin{align*}
\frac{dx}{dt} &= u, \\
\frac{dy}{dt} &= v, \\
\frac{du}{dt} &= GM(x_0 - x)s^3, \\
\frac{dv}{dt} &= GM(y_0 - y)s^3, \\
\frac{ds}{dt} &= \left[(x_0 - x)u + (y_0 - y)v\right]s^3
\end{align*}
\] (11)

for which \( f \) is a 5th-degree polynomial in the five unknowns.

It appears that many generators that arise from physical laws can be rendered polynomial. Following the terminology of Parker and Sochacki [11], we term such generators \textit{projectively polynomial}. Moreover, Carothers [5] has shown that any system whose generator \( f \) is polynomial can be re-written in polynomial form of degree two (although how to re-write a specific \( f \) is not obvious). This observation has potentially far-reaching implications. It would appear that many nonlinear systems of ODEs are quadratic systems in disguise.

But suppose that \( f \) is not polynomial, yet belongs to \( C^1_0 \). Let \( y(t), t \in [0, T], \) be the unique solution for generator \( f \) and initial condition \( y_0 \). The theory [11] states that, for any small number \( \epsilon > 0 \), there exists a polynomial generator \( f_p \) with solution \( y_p(t) \) (for the same initial condition), for which \( |y(t) - y_p(t)| < \epsilon \) for all \( t \in [0, T] \). This result for ODEs is analogous to the Weierstrass Approximation Theorem for approximating polynomials.

Furthermore, the \( k \)th Picard iterate \( y_p(t) \) is the \( k \)th Maclaurin polynomial plus a polynomial of degree greater than \( k \) [11]. That is, each successive Picard iterate generates one additional term of the Maclaurin series expansion of the solution. Thus, Picard iteration provides an alternative to conventional methods for developing the Maclaurin-series expansion of the solution. Rather than successively differentiating the generator \( f \), one successively integrates power series in \( t \).

Finally, the Maclaurin series is also generated by \textit{modified} Picard iteration. That is, suppose \( \tilde{y}^k(t) \) represents the \( k \)th modified Picard iterate, which retains terms only through order \( k \) in \( t \). Then, the following process, termed \textit{modified} Picard iteration, generates the \( k \)th-order Maclaurin polynomial approximation of \( y(t) \):

\[
\tilde{y}^{k+1} = y^0 + \int_0^t f(\tilde{y}^k(s)) \, ds.
\] (12)

In summary, ODEs of physical origin can often be re-written as first-order autonomous systems with polynomial generators. The Maclaurin-polynomial approximation of the solution of such systems is readily generated term-by-term to arbitrarily high-order by modified Picard iteration, a routine computation for modern computer-algebra systems.

4. An algorithm based upon modified Picard iteration

We demonstrate modified Picard iteration by solving the classical predator–prey system (6), with the help of the computer algebra software package Maple. Maple code to generate the successive Maclaurin-series terms for the predator–prey example (with arbitrary parameters and initial conditions) is provided in Appendix A. The \( m + 1 \) Maclaurin coefficients of the \( n \) equations are stored as an \( n \times (m + 1) \) matrix \( C \), computed only once, automatically converted to Fortran code, and embedded (via an INCLUDE directive)
directly into a generic evaluation subroutine \texttt{matrix}_C, which is given in Appendix B. The subroutine is called within a time advancement loop that updates the solution via Horner’s method for vectors (Appendix B). The entire algorithm, summarized below, is remarkably compact.

for \( l \) from 1 to \( s \) by 1 do
  \( t = l \Delta t \)
  call \texttt{matrix}_C(\mathbf{y}_0, C)
  \[ \mathbf{y} = \mathbf{c}_m \]
  for \( j \) from \( m - 1 \) by \(-1\) to 0 do
    \[ \mathbf{y} = \Delta \mathbf{y} + \mathbf{c}_j \]
  end do
  \[ \mathbf{y}_0 = \mathbf{y} \]
end do

where \( \mathbf{c}_j \) is the \( n \)-vector comprised of the elements of the \( j \)th column of \( C \). Here, for simplicity, the time increment \( \Delta t \) is presumed constant, but it need not be.

Fig. 1 presents the solution of the predator–prey system obtained by the Picard-based algorithm above. The integration time is approximately the period of the limit cycle. The figure compares the continuous solution with a discrete solution of 18 steps equally spaced in time and obtained by modified Picard iteration with \( m = 7 \). Clearly, high order permits an accurate solution despite large time-steps.

5. A classical application: the \( N \)-body problem

Here, we develop and demonstrate a second Picard-based method in which the Maclaurin coefficients are generated numerically rather than symbolically. The method is applied to the classical \( N \)-body problem. Let \( x_{ij} \) and \( v_{ij} \) represent the \( i \)th position coordinate and the \( i \)th velocity component, respectively, of particles \( j = 1, 2, \ldots, N \) of respective masses \( m_j \). Furthermore, let \( r_{jk} = [\sum_{i=1}^{3} (x_{ij} - x_{ik})^2]^{1/2} \) denote the separation distances between the centers of particles \( j \) and \( k \), where \( k = 1, 2, \ldots, N \). In classical form, the \( N \)-body problem consists of \( 6N \) coupled autonomous first-order ODEs, namely

\[
\frac{d}{dt} x_{ij} = v_{ij}, \quad \frac{d}{dt} v_{ij} = \frac{\sum_{k=1, k \neq j}^{N} \frac{m_k}{r_{jk}^3} (x_{kj} - x_{ij})}{m_j}.
\]
\[ \frac{dx_{ij}}{dt} = v_{ij}, \]
\[ \frac{dv_{ij}}{dt} = \sum_{k \neq j} m_k (x_{ik} - x_{ij})/r_{jk}^3. \] (13)

By defining the inverse separation distances to be \( s_{jk} = 1/r_{jk} \quad (j \neq k) \), we derive the following polynomial formulation of the \( N \)-body problem:

\[ \frac{dx_{ij}}{dt} = v_{ij}, \]
\[ \frac{dv_{ij}}{dt} = \sum_{k \neq j} m_k (x_{ik} - x_{ij}) s_{jk}^3, \] (14)
\[ \frac{ds_{jk}}{dt} = -s_{jk}^3 \sum_{l=1}^{3} (x_{ik} - x_{ij})(v_{ik} - v_{ij}). \] (16)

Even when symmetry is exploited \((s_{jk} = s_{kj})\), we have paid a price for polynomial form; the number of equations \( n \) has been increased to \( n = 6N + N(N - 1)/2 \). The gain is that the system now readily admits a Maclaurin-series solution of arbitrary order.

Let \( x_{ij_l} \) denote the \( l \)-th order coefficient of the Maclaurin series for \( x_{ij} \). That is, \( x_{ij}(t) = \sum_{l=0}^{m} x_{ij_l} t^l \). Let similar notation hold for \( v_{ij} \) and \( s_{jk} \). Suppose that coefficients are known for terms through order \( m - 1 \). In light of the theoretical considerations mentioned previously, the coefficients for the \( m \)-th term is obtained simply by integrating (14) with respect to \( t \), to yield

\[ x_{ijm} = v_{i,j,m-1}/m. \] (17)

Similarly, by integrating (15), we obtain

\[ v_{ijm} = \sum_{k=1}^{n} m_k \sum_{l=0}^{m-1} (x_{ikl} - x_{ijl})(s_{j,k,m-1-l}^3)/m. \] (18)

The coefficients of nonlinear terms are generated by successive Cauchy products. For example,

\[ (s^2)_{jm} = \sum_{l=0}^{m} s_{jkl} s_{j,k,l-m}, \quad (s^3)_{jm} = \sum_{l=0}^{m} (s^2)_{jkl} s_{j,k,l-m}. \] (19)

Finally, by defining

\[ a_{jkm} = \sum_{l=1}^{m} \sum_{i=1}^{3} (x_{ijl} - x_{ikt})(v_{i,j,m-l} - v_{i,k,m-l}) \] (20)

we obtain from (16)

\[ s_{jkm} = -\sum_{l=1}^{m-1} (s^3)_{jkl} a_{j,k,m-l}/m. \] (21)

The essence of the algorithm consists of two procedures inside a time-advancement loop. First, via (17)–(21) the following coefficient vectors and matrices are generated for \( l = 1, 2, \ldots, m \): \( x_{j} = [x_{1j}, x_{2j}, x_{3j}] \),
\(v_{jl} = [v_{1jl}, v_{2jl}, v_{3jl}], \) and \(S_t, \) whose entries are \(s_{jkl}. \) Subsequently, the solution is advanced in time merely by evaluating the Maclaurin polynomials. For example, the position update is accomplished by

\[
x_j(\Delta t) = x_{j0} + x_{j1}\Delta t + x_{j2}\Delta t^2 + \cdots + x_{jm}\Delta t^m.
\]

(22)

Recall that the update stage is efficiently accomplished by Horner’s method.

The algorithm is identical to that given at the end of Section 4 with the exception that the coefficients are generated rather than simply evaluated at each time-step. The generation step requires just 50 lines of computer code and \(O[(mN)^2] \) machine operations. In contrast, the Horner update requires but \(O(mn) = O(mN^2) \) operations.

Finally, a comment is in order on the relationship between the present method and that of Le Guyader [7]. The methods are similar though not identical. Both exploit polynomial generators, whose forms nevertheless differ. The polynomial form of the present method permits all nonlinear terms of all orders to be generated simply as Cauchy products. In contrast, there appears to be no standard method for the generation of nonlinear terms in [7].

In the next section, we discuss an adaptive time advancement for the Picard-based algorithm of this section.

6. Time-step adaptation

A number of venerated theorems exist in the analysis of ODEs that establish the connection between local and global truncation errors. Simply put, controlling local truncation error tends to control global error as well, provided the generator \(f\) satisfies the Lipschitz condition, stated here for autonomous systems.

\[
|f(y_2) - f(y_1)| \leq L|y_2 - y_1|,
\]

(23)

where \(L\) is a finite constant [4]. If \(f\) is continuously differentiable, as is the case for polynomial generators, then the Lipschitz condition is satisfied as a strict equality with \(L = \sup_D |\partial f/\partial y|, \) where \(D\) is the domain [4]. Moreover, for any one-level numerical integration scheme, the cumulative (global) error \(E\) for an integration over the time interval \(0 \leq t \leq T\) is at most [4]

\[
\frac{\delta}{L} (e^{\Delta t} - 1)
\]

(24)

if the relative error per step is at most \(\delta. \) The linear approximation of (24) suggests the working relationship

\[E \approx \delta T,\]

(25)

which is useful provided neither the Lipschitz constant \(L\) nor the integration time \(T\) is too large.

For reasons to be discussed later, we focus on the velocity components of the system, namely \(v_j. \) Let \(EV\) be the global error in \(\max_j \|v_j\|_2\) and \(e_l\) be the relative error during time-step \(l\) whose length is \(\Delta t_l. \) Global error approximation (25) suggests \(EV = \sum_{l=1}^s e_l, \) \(s\) being the number of time-steps. Let \(\epsilon\) be the global tolerance in velocity error. It follows that \(|EV| \leq \epsilon\) provided \(|e_l| \leq \epsilon_l, \) where

\[
e_l = \frac{\epsilon \Delta t_l}{T}.
\]

(26)

This defines the allowable relative error per step, presuming that the velocity components have been scaled by an appropriate reference velocity.
Let \( v_j(t_{l+1}) \) be the exact velocity at time \( t_l \) and let \( w^m_j(t_{l+1}) \) be its \( m \)-th order Maclaurin polynomial approximation via (22). The magnitude of the error of the step from time \( t_l \) to \( t_{l+1} \) is 

\[
e_l = \| v_j(t_{l+1}) - v_j(t_{l+1}) \|_2,
\]

which we approximate using the \( m+1 \) term of the Maclaurin series. That is,

\[
e_l \approx \max_j \| v_{j,m+1}(t_l) \|_2 \Delta t_l^{m+1}.
\]  

(27)

By requiring \( e_l < \epsilon_l \), we have

\[
\max_j \| v_{j,m+1}(t_l) \|_2 \Delta t_l^m \leq \frac{\epsilon \Delta t_l}{T}
\]  

(28)

from which it follows that:

\[
\Delta t_l \leq \left[ \frac{\epsilon}{\max_j \| v_{j,m+1}(t_l) \|_2 T} \right]^{1/m}.
\]  

(29)

6.1. A three-body example

The three-body problem with close encounters is notoriously ill-conditioned because it admits chaotic solutions that manifest extreme sensitivity to initial conditions. The following example demonstrates the power of the present method for an ill-conditioned three-body problem comprised of the earth, its moon, and a “spacecraft”.

The masses, initial positions, and initial velocities of the bodies are provided in Table 1. The “spacecraft” is given significant mass so that it too exerts a small but non-negligible gravitational force. Data are only approximately related to realistic values. For all bodies, the initial coordinate \( x_3 \) and velocity \( v_3 \) are assumed zero so that the orbits remain co-planar. Masses are scaled relative to the mass of the earth; distances are in earth radii. Velocity is normalized by the orbital velocity at the earth’s surface, for which the orbital period is \( 2\pi \). The integration time (\( T = 3200 \)) is in excess of 500 orbital periods.

Fig. 2 compares a time-step adaptations for solutions with \( m = 8, m = 12, \) and \( m = 16 \), for \( T = 3200 \). The computations are performed in double precision on a PC for which the machine unit roundoff error \( u = 2.2 \times 10^{-15} \). For all three calculations \( \epsilon = u \). At \( t = 386 \) the spacecraft narrowly misses the moon and its orbit is dramatically altered by the slingshot effect, as shown by the inset in the first sub-plot. Subsequent sub-plots for \( m = 8, m = 12, \) and \( m = 16 \) show only the region of the close encounter. For clarity the plot density is greatly reduced. Symbols show positions at every 80th, every 20th, and every 10th time-steps for the \( m = 8, m = 12, \) and \( m = 16 \) calculations, respectively. The plots reveal the ability of the current fixed-order scheme to dramatically adapt its time-step during close encounters. Moreover, by comparing the sub-plots associated with differing orders \( m \), one gains an indication of the relationship between time-step and order for fixed global accuracy.

The results of the computations shown in Fig. 2 agree at the final time (\( t = T \)) to 10 decimal places, as do computations with \( m = 10, 20, 30, 36, \) and 40. A computation with the same global error tolerance and \( m = 5 \) agrees with the other results to only 7 digits. Whereas the \( m = 5 \) computation requires 47,000 time-

<table>
<thead>
<tr>
<th>Body</th>
<th>Mass, ( M_i )</th>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( v_1 )</th>
<th>( v_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Earth</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Moon</td>
<td>0.0125</td>
<td>42.4</td>
<td>-42.4</td>
<td>0.095</td>
<td>0.095</td>
</tr>
<tr>
<td>Craft</td>
<td>0.000001</td>
<td>-1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.4034</td>
</tr>
</tbody>
</table>
steps, the $m = 12$ computation requires just over 500. We infer that, over such long-time integration, there accumulates a 4–5 digit loss due to round-off error for most computations except that with $m = 5$, for which there is an apparent 7-digit loss. These suspicions appear to be confirmed during single precision calculations which agree at $t = T$ to only two significant digits for $m = 8$, $m = 12$, and $m = 16$, again suggesting a 5-digit loss to round-off error. A reference calculation with the Bulirsch–Stoer method suffers commensurate round-off errors.

7. Optimally adapted time advancement

As implied previously, the number of floating-point operations (FLOPS) required per time-step for the $N$-body solver is $O((mN)^2)$. More specifically, let $P(m, N)$ be the function that represents the computational cost in FLOPS per time-step of generating the Maclaurin coefficients to order $m$ for $N$ bodies. In recognition that different machines may require differing numbers of clock cycles for addition, subtraction, multiplication, and division, we define

$$P(m, N) = w_a Pa(m, N) + w_s Ps(m, N) + w_m Pm(m, N) + w_d Pd(m, N),$$

where, for example, $w_a$ is the relative cost (computational weight) of addition and $Pa(m, N)$ is the number of additions. Specifically,

$$Pa(m, N) = \frac{5}{4} N(N - 1)(m + 1)(m + 2) + \frac{3}{2} N^2 m(m + 1) + \frac{1}{2} N(N - 1)m + 6mm + 4N^2,$$

$$Pd(m, N) = mN.$$ (31)

Similar to $Pa(m, N)$, $Ps(m, N)$ and $Pm(m, N)$ are each $O((mN)^2)$. If the weights are unknown, we simply use the default values, $w_a = w_s = w_m = w_d = 1$. On the other hand, in years past, programmers who wished to
optimize performance on Cray supercomputers, for example, were advised that $w_d = 3w_m$ because division on those platforms was accomplished in three steps: reciprocal approximation, Newton refinement, and multiplication by the reciprocal.

Let us now define $C(m, N)$ to be the computational cost per unit time at time $t_i$; that is,

$$C(m, N) = \frac{P(m, N)}{\Delta t_i},$$

where $\Delta t_i$ is related to $m$ and $N$ through (29). Because we have chosen to compute $\Delta t_i$ by constraining velocity error, and velocity is a smooth function, $C(m, N)$ is also a smooth function. Our goal now is to choose both $m$ and $\Delta t_i$ so as to minimize $C(m, N)$ at each time-step, while maintaining the requisite tolerance on local truncation error. The obvious approach is to differentiate and minimize $C(m, N)$ with respect to $m$ at each step. This, it turns out, is unnecessary. Fig. 3 compares CPU time, estimated on the basis of the cost function $C$, with actual CPU time for the three-body example, both as functions of order $m$. Here, the global relative error tolerance $\epsilon$ is set at the unit roundoff error for double precision; that is $\epsilon = 2^{-52} \approx 10^{-16}$. The estimated CPU time is simply the number of flops arbitrarily scaled by an average mega-flop (Mflop) rate, in this case 50 MFlops. Because the cost function does not take into consideration how the machine exploits cache, it can be considered only a rough indicator of computational effort. However, from Fig. 3, three things are obvious: (1) the cost function reflects the trends in actual CPU time, (2) the cost function is smooth, and (3) increasing order rapidly diminishes cost to a point, beyond which cost increases very gradually. Consequently, we opt for the simplest possible scheme. As we compute the successive Maclaurin coefficients of ascending orders $k$, we simultaneously evaluate $\Delta t_i$ via (29), $P(m, N)$ by (30) and $C(k, N)$ by (32). If $C(k+1, N) < C(k, N)$ we continue to the next higher order. Otherwise, we stop at order $k$; that is, we set the maximum order $m = k$. For the example shown in Fig. 3, the estimated and actual minima occur at $m = 19$ and $m = 23$, respectively. However, because of the characteristic shape of $C$, there is very little penalty for not precisely hitting the optimal $m$.

If the default values of the weights are used, and if the machine unit roundoff error $u$ is selected as the tolerance (that is, $\epsilon = u$) then the present optimal-order algorithm is entirely parameter free. In Fortran 90, for example, the intrinsic function EPSILON returns the value of $u$. Thus, the parameter-free implementation of the algorithm returns velocities whose relative truncation errors are bounded by machine epsilon.

Fig. 4 compares results of the fixed $m$ and parameter-free versions of the algorithm for the three-body example. Results are shown for both single precision (SP) and double precision (DP) values of $u$, $2^{-23}$ and $2^{-52}$.
2^{-52}, respectively. For single precision, the fixed-order method attains minimum CPU time whenever the order \( m = 12 \). In contrast, the corresponding minimum for double precision occurs at \( m = 21 \). For both single and double precision, the parameter-free algorithm beats the best times of the fixed-order method because the optimization is dynamic, as indicated by the lengths of the dashed lines, which show the range of the order \( m \) over the duration of the calculation. For the single-precision computation, the order varies from 8 to 14. In contrast, for the double precision result, \( m \) varies from 14 to 23. Fig. 4 corroborates the observations of Press and Spergel [12] that increasing order improves efficiency, but only to a point, and that orders higher than four are desirable.

7.1. Practical considerations

The current algorithm minimizes CPU time and maximizes accuracy at the expense of storage. Storage intensive, the algorithm requires memory for \( m + 1 \) vectors for the Maclaurin coefficients of \( n \) state variables, relative to, for example, four vectors for the classic fourth-order Runge–Kutta scheme. Moreover, for the parameter-free algorithm in which \( m \) floats, the actual storage is not known a priori. A natural way in which to deal with this uncertainty is to use dynamic memory allocation in conjunction with linked lists, which both C and Fortran 90 support. As a linked list, the storage vector for coefficients of order \( k \) incorporates a pointer to the vector for order \( k + 1 \). Thus, memory can be both allocated or deallocated as the method adjusts the order.

For some purposes (graphical, for example) the coarse time-steps permitted by a high-order algorithm may be undesirable. For these purposes, fine-grained results are efficiently generated directly from the Maclaurin polynomial simply by evaluating it at several intermediate times that range over the full time interval \( \Delta t_f \). Because the global operation count of the algorithm is dominated by generating the Maclaurin coefficients, additional Horner updates do not add substantially to the computational effort.

7.2. An N-body example: evolution of the solar system

Here we consider the present method for evolution of the solar system. For reference, we also provide a reference solution computed by the Bulirsch–Stoer method. The reference method, which combines Richardson extrapolation with a second-order modified midpoint method [13], represents the de facto state-
of-the-art for classical ODE integrators [13]. Initial data are taken from *Ephemerides of Minor Planets* [6] for Epoch 1997, December 18.0 (Julian Date). The sun and the nine planets without moons are considered; thus \( N = 10 \). Cartesian position coordinates \((x, y, z)\) are given in astronomical units [AU] referenced from the center of the Sun, which is located at the origin. The first two coordinates are in the nominal plane of the ecliptic. The third coordinate \( z \) is normal to the ecliptic. The natural time unit [NTU] is mean Earth years (365.25689833 Earth days) divided by \( 2\pi \). Velocities are given in [6] in AU/day and are converted in the program to AU/NTU. The period of integration is 1000 NTUs, roughly 159 Earth years, which is just short of the period of Neptune. There are no relativistic corrections for the orbit of Mercury.

Because of periodic orbits without close encounters, the problem of evolving the solar system is benign relative to the three-body example studied previously. Both the present method and the Bulirsch–Stoer reference performed well. The parameter-free modified Picard method worked as expected the first time: successfully to completion, accurately, and without adjustment. The Bulirsch–Stoer method required modest experimentation before an appropriate error tolerance and normative time-step were found. Twice the reference method failed, for different reasons, when the tolerance was too restrictive. The methods agreed to at least nine significant digits in all three position coordinates of all 10 bodies at the final time. The Bulirsch–Stoer method maintained constant angular momentum of the entire system to 12 digits; the parameter-free Picard method to 14 digits. The one-parameter (\( \epsilon \)) Picard method with \( \epsilon = 10^{-6} \) matched the accuracy of the optimally tuned Bulirsch–Stoer algorithm. However, at equivalent accuracy it ran considerably slower. On the same platform (an SGI Octane with a single 270 MHz IP30 processor), Bulirsch–Stoer ran to completion at 8520 time-steps in 138 s (including output). The present method took 11446 time-steps in 970 s (also including output). For the present method, the average time-step was .087 NTUs, or approximately 5 Earth days. For this benign problem there was relatively little adjustment in time increments. For \( \epsilon = 10^{-6} \), the order \( m \) remained nearly constant at 13, with infrequent excursions to as low as 9 and as high as 14.

### 7.3. Gravitational collapse of an N-body system

A final test of the present method, the partial gravitational collapse of an \( N \)-body system, is far less benign. We consider a sphere radius \( r = N^{1/3} \) in which \( N \) particles are randomly distributed in position with random initial velocities. Specifically, the Euclidean norm of the position vector of each particle is a random variable uniformly distributed on \([0, r]\), and the particle’s speed is uniformly distributed on \([0, 1]\). The directions of position and velocity vectors are assigned in spherical coordinates by angles \( \phi \) and \( \theta \) uniformly distributed on \([0, \pi]\) and \([0, 2\pi]\), respectively. Such systems tend to eject “hot” particles followed by successive collapses. The greater \( N \) or the smaller \( r \), the greater the probability of a direct collision in finite time. Near misses are the norm; as a result, some particles exhibit chaotic trajectories. In general, such problems severely challenge adaptive integrators.

Here we compare the present (Picard) method against the Bulirsch–Stoer reference, for gravitating systems of \( N = 2, 4, 8, 16, \) and 32 bodies, each of mass unity. The specific initial conditions (in rectangular Cartesian coordinates) for the \( N = 32 \) case are attached as Table 3 in Appendix C. The results are summarized in Table 2 below. The integration time is \( 0 \leq t \leq 0.5 \). At the final time, the \( N = 16 \) solutions agree to 8–9 significant digits and the \( N = 32 \) solutions agree to 4–5 significant digits. We attribute the discrepancy to the round-off errors of both methods. For large \( N \), some numerical experimentation is required to avoid initial conditions that result in direct collisions within the time span of interest. The Bulirsch–Stoer algorithm (with polynomial rather than rational polynomial extrapolation) is taken directly from *Numerical Recipes* [13] without modification. For roughly equivalent accuracy (\( \epsilon = 10^{-14} \) for both methods), the Bulirsch–Stoer algorithm runs approximately 10 times faster than the present method. However, it is clear that the method struggles with near collisions. The authors of *Numerical Recipes* report, “Keep a watch for failed steps. If these are not rare, then Bulirsch–Stoer is in trouble”. As shown
in Table 2, the ratio of failed (BAD) to successful (OK) steps grows quickly with $N$. It is interesting to note that, for a slightly more stringent error tolerance of $\epsilon = 10^{-15}$, the number of failed steps exceeds successful ones for $N = 16$ and the reference method experiences an underflow error in step size $h$ for $N = 32$. In contrast, the present method continues to perform at $\epsilon = u = 2^{-52}$, with only a modest increase in CPU time. An indication of the chaoticity of the system is shown in Fig. 5, which shows the trajectory of particle 18 for the $N = 32$ integration.

A drawback of the present method is that it is memory intensive, requiring $\approx 3/2N^2 m_{\text{max}}$ memory locations, relative to $12N$ for the reference method. In addition to CPU time, Table 2 presents the maximum order $m_{\text{max}}$ for the optimal-order variant of the current method. High memory demands for the $N$-body problem are an indirect consequence of the requirement that the generator be of polynomial form.

In summary, some advantages of the current algorithm relative to existing ones are its extraordinary accuracy, its simplicity, the freedom from arbitrary parameters, its robustness, and its built-in interpolation feature. On the other hand, the method is admittedly memory-intensive and typically slower than the Bulirsch–Stoer algorithm, the state-of-the-art for general systems of ODEs. The Picard-based method is at its best for problems in which drastically adaptive stepping is necessary. Present results confirm Makino’s assertion [8] that optimal order depends both upon $N$ (Table 2) and accuracy (Fig. 4). To that we would add, based upon all tests cases and Fig. 4, that optimal order is a dynamic function of the instantaneous configuration, with close encounters favoring higher order as observed by Makino.

![Fig. 5. Position coordinates of chaotic trajectory of particle 18 for gravitating system of $N = 32$, showing effects of near collisions.](image)
Although we have focused on the N-body problem, the method extends naturally to any system of ODEs whose generator \( f \) can be written in polynomial form. Because the coefficients of nonlinear terms of high degree can be computed by successive Cauchy products of lower order coefficients, the operation count for nonlinear problems scales as \( n m^2 \log_2 p \), where \( n \) is the number of equations, \( m \) is the order of the Maclaurin polynomial, and \( p \) is the polynomial degree of the generator. As a practical consequence, the algorithm is effectively quadratic in \( m \) for all nonlinear systems, in which case the number of operations is easily counted or estimated. However, the intermediate computations necessary to evaluate high-degree terms may require additional storage.

8. Conclusions

The present paper adapts the work of Parker and Sochacki [11] to the solution of the classical \( N \)-body problem. The solution method is based upon modified Picard iteration, which generates successive approximations of the Maclaurin series of the solution to arbitrarily high order, provided that the right-
hand side (the generator) can be cast in polynomial form. The method is well-suited to the simultaneous
optimization of time-step and order. An adaptive, optimal-order variant of the algorithm reveals that
optimal order is inherently dynamic, dependent upon the number of bodies \( N \), the specified error global
tolerance \( \epsilon \), and the instantaneous configuration. Advantages of the method are its simplicity, its
robustness, its extraordinary accuracy, that it inherently contains a built-in high-order method for
interpolation between coarse time-steps, and that it can be rendered completely parameter free. Its dis-
advantages include computational inefficiency relative to standards such as Bulirsch–Stoer, and that it is
memory intensive.

Despite its relative inefficiency, the current algorithm is well-suited for certain applications, among these
accurate integration of chaotic \( N \)-body systems, where close encounters are the norm, and as a platform for
numerical experiments on optimal order. Because of its robustness and freedom from arbitrary parameters,
the method could be adapted to hybrid \( N \)-body integrators, where, for example, a more efficient method is
used until a close encounter, at which time the scheme hands off to the current method for negotiating a
difficult passage.

The robustness and accuracy of the method are demonstrated for both benign (e.g., the solar system) and
chaotic \( N \)-body systems.

The inefficiency of the method stems from the fact that the operation count scales as \( m^2_{\text{max}} N^2 \), where \( m_{\text{max}} \)
is the maximum order of the Maclaurin polynomial approximation. Order \( N^2 \) computational effort is
normative for \( N \)-body integrators (relative to \( N \)-body simulators). However, because \( m_{\text{max}} \) can be quite
high, say 25 or more for double-precision accuracy, it is desirable to explore methods for reduction of
order. One possibility is consideration of rational polynomial generators, which should be better at
representing near singularities. In addition to further exploration of this possibility, future efforts include the
development and implementation of dynamic memory allocation and deallocation within the algorithm,
and adaptations suitable for parallel processing.

Finally, although the solution method was developed expressly for the \( N \)-body problem, it is applicable
to a wide class of ordinary differential equations of initial-value type.
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Appendix A. Maple code for predator–prey ODE

The Maple code given below generates Maclaurin coefficients for the classical predator–prey program.
By appropriately changing the number of equations \( n \) and modifying the generator \texttt{rhs.f} , the code can be
readily adapted to any autonomous polynomial first-order system.

\( p = \) number of modified Picard iterates
\( n = \) number of equations
\( C[i,j] = \) storage array for Maclaurin coefficients
\> restart: with(linalg):
\> p := 8; n := 2;
\> y := array(l..n); C := array(l..n,0..p);
Define (autonomous) generator, \( n \)-vector function \( f \).

\[
\text{rhs}_f := \begin{bmatrix}
a \cdot y[1] - b \cdot y[1] \cdot y[2], \\
\end{bmatrix};
\]

\( f := \text{unapply} \left( \text{rhs}_f, y \right) \);

Establish (generic) initial condition \((i = 0)\) for Picard iteration.

\[
y_0 := \text{evalm}(y);
\]

\[
\text{for } i \text{ from } 1 \text{ by } 1 \text{ to } n \text{ do}
\quad C[i,0] := y_0[i];
\text{od};
\]

Create linear (Euler) approximation to introduce \( t \) explicitly.

\[
y_n := \text{evalm}(y_0 + f(y_0) \cdot t);
\]

\[
\text{for } i \text{ from } 1 \text{ by } 1 \text{ to } n \text{ do}
\quad C[i,1] := \text{coeff}(y_n[i],t,1);
\text{od};
\]

Do \( p \) modified Picard iterates; build Maclaurin series term-by-term.

\[
\text{for } j \text{ from } 1 \text{ by } 1 \text{ to } p-1 \text{ do}
\quad \text{temp} := \text{simplify}(f(y_n));
\quad k := j + 1;
\quad \text{for } i \text{ from } 1 \text{ by } 1 \text{ to } n \text{ do}
\quad \quad C[i,k] := \text{simplify} \left( \frac{\text{coeff(temp}[i],t,j)}{k} \right);
\quad \quad y_n[i] := \text{simplify} \left( y_n[i] + C[i,k] \cdot t^k \right);
\quad \text{od};
\quad \text{od};
\]

Convert coefficient matrix \( C \) to optimized Fortran source code.

\[
\text{fortran}(C, \text{optimized}, \text{precision}=\text{double}, \text{filename}="\text{mat_c.h}");
\]

Appendix B. Fortran code for modified Picard method

B.1. Generic module for evaluating Maclaurin coefficients

Current versions of Maple generate Fortran 77 code but not Fortran 90 code. Provided below is a generic Fortran 77 subroutine in which to imbed the Fortran 77 output of the Maple code provided in Appendix B:
SUBROUTINE matrix_C (n, m, y, C)
    DOUBLE PRECISION y(1:n), C(1:n,0:m)
    c Parameter definition here; parameters shown for predator–prey example
    c
    c1 = 0.9D0
    c2 = 1.1D0
    c3 = 1.0D0
    c4 = 1.0D0
    c Include Maple-generated Fortran 77 here
    c
    INCLUDE ‘mat_C.h’
    c
    RETURN
    END SUBROUTINE matrix_C

B.2. Time advancement via Horner’s method

Fortran 90 code for advancing the solution \( y(t) \) forward in time from initial state \( y^0 \) via Horner’s method is provided below. Here, the time increments are constant, but they need not be.

\[
\begin{align*}
\text{DO } & \text{time_step = 1, max_steps} \\
& \text{CALL matrix_C (n, m, y0, C) ! y0 is initial state} \\
& \text{time = time_step * dt} \\
& y = C(1:n,order) ! accumulate in highest-order register \\
& \text{DO } j = \text{order-1, 0, -1} ! \text{Horner’s method for state vector } y \\
& \quad \text{y = dt*y + C(1:n,j)} \\
& \text{END DO} \\
& \text{IF (mod(time_step,skip) = = 0) WRITE (*,*) time, y} \\
& \quad y0 = y ! \text{reset initial state and start over} \\
\text{END DO}
\end{align*}
\]

If the programs containing the code above are entitled main.f90 and subs.f, respectively, the following UNIX script accomplishes compilation and linking to create the executable file run.x:

```
f77 -c subs.f
f90 -c main.f
f90 subs.o main.o -o run.x
```

Appendix C. Initial conditions for gravitating \( N \)-body system

See Table 3.
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