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A Forest vs a Single Tree

A forest is a collection of individual decision trees.
It is one of the most popular ensemble methods.

Ensemble: use many learners instead of a single learner for better
performance.
We can aggregate a group of weak learners (slightly better than a
random model) to create a stronger learner.
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A single tree can be unstable

Unstable tree: a small change in the data can lead to big change in the
model or the outcome.

In building a single tree, we often have to balance between bias and
variance.

Small tree (model): big bias, small variance
big tree (model): small bias, big variance

Averaging over many big (unpruned) trees can achieve both small bias
and small variance.
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How to use a forest for prediciton

For regression, take the average of the individual predictions.
For classification, take the most frequent prediction (majority vote).
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How to build a random forest

To bulid each tree, use the bootstrap sample of the original data. This
process is called Bagging (Bootstrap Aggregation).

Bootstrap sample: sample from the original data with replacement.
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Bootstrap samples

Pull yourself up with a bootstrap!
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Ready to build trees
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Random selection of features at each node

For each bootstrap sample, grow an unpruned tree:
at each node, randomly select m features out of p features and choose
the best split.

In the example, p = 4,m = 2.
In randomForest package, default m =

√
p for classification and

m = p/3 for regression.
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Out-of-bag observations

out-of-bag (OOB) observations:
out of sample 1: 2, 4
out of sample 2: 1, 5
out of sample 3: 4
out of sample 4: 2, 3

These observations can serve as (internal) test data
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Size of OOB observations

On average, about 37% of the observations will be OOB in a bootstrap
sample.
(1− 1

n )
n → 1/e ≈ 0.37
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Assess performance of a random forest

1. Use OOB prediction. For each tree, predict the OOB data.
2. For each data point i , aggregate the OOB predictions, call this ŷOOB

i .
3. Mean squared residuals: MSEOOB = 1

n
∑n

i=1(y − ŷOOB
i )2.

Comparable to using test data.

Percent of variance explained
R2 = 1− MSEOOB

σ̂2
y

where σ̂2
y =

∑
(yi−ȳ)2

n .

Random forest also produces information on variable importance and
proximity measure.
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R code

install.packages("randomForest")

library(randomForest)

library(MASS)

data(Boston)

dim(Boston)

head(Boston)

BH.rf=randomForest(medv~.,data=Boston)

print(BH.rf)
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# add test data

traindataB=boston[1:500,]
xtestB=boston[501:506,1:13]
ytestB=boston[501:506,14]
rf2=randomForest(medv~.,data=traindataB,xtest=xtestB,
ytest=ytestB)

#to learn more about this function

help(randomForest)
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