Method of Moments Estimator

Population moments:

pj = E(XY), the j-th moment of X.
Sample moments:

mj= 53 X

e.g, j=1, u1 = E(X), population mean
m1 = X: sample mean.



MME estimators of 01, --- , 60 , defined §1,~

solutions to the system of equations:
pa(br, -+, 0k) = m
p2(b1, -+, 0k) = mo

-+, 0y, are defined as



example:

X1,y Xp, iid ~ N(p, 02),0 = (u, 02).
m(0) = p,

p2(0) = p* + 0.

MM equations:

[l - )_<n,

PP +82= 130 XP

Solutions:

=X,

62 = 1ZX2 X2 =L157(X — X»)2.



Example

Suppose that Y7 = 0.42, Y, = .10, Y3 =0.65, and Y; =0.23 is a
random sample of size 4 from the pdf fy(y;0) = 0y?~1 0 <y < 1.
Find the I\/II\/IE for 6.

E(Y) = Jo vy’ tdy = 55.
Seté =Y, wegetﬁ—_—y.
and 6, 035 s = 0.54.




Remarks

MM equations may have multiple solutions.

Exponential distribution. Both mean and variance are 6. In this
case, take the lower order moments.

It may have no solutions, or the solutions may not be in the
parameter space.

MM may not be applicable if there are not sufficient population
moments.

Invariance property:

Let 9“1,-~~A, O, be MME of f1,- - , 0, then the MME of

7(0) = 7(01, - ,0k)



Let Xi,---, X, iid ~ Bernoulli (p). Find MM
solution: p1 = p, p = X,, so MME of 7(p) =
Xt , Xpiid ~ N (g, 0?).
Find MME of £.

a -
Solution: fi = Xp, 62 = 1 35°(X; — X,,)2.
MME of £ js ——Zo

7 2(Xi—Xn)?

E
1
B

of 7(p)



Binomial Model

Let Xi,---, X, ~ iid Binomial (n, p) Estimate both n and p.
MM equations:

ap = X

AB(1 — p) + A?p? = 1 3~ X2
A X2

! X IE X7

o}l
X1 X



Exercises

5.2.17. Find the MME of 6 in the pdf

fr(vi0) = (0> +0)y’ '(1-y),0<y <1

5.2.19. Find the MME for X if a random sample of size n is taken
from the exponential pdf fy(y; \) = Ae™,y > 0.



