
238 Chapter 2 Test

February 19, 2013 Name:
By printing my name I pledge to uphold the honor code.

The last page of this exam is a pair of matrices and their reduced row echelon form. They will help
with the computational portion of the exam (in more than one place). It is possible you will not need all
of the matrices on the back page and it is also possible that you will want the reduced row echelon form
of a matrix not on this list. In some cases, the reduced row echelon form of a matrix is not provided
because there are ‘tricks’ that can be used to tell us enough information about the rref that we don’t
need to actually compute it.

1. Fill in the blank.

a) The equation we solve to see if {v1, v2, ..., vn} are linearly independent/dependent is

(solve for ).

The vectors are linearly independent if .

b) The Span of the set {v1, v2, ..., vn} is (give an English/mathematical expression that will
be useful for the computation section of the exam)

.

c) A basis for a vector space V is a subset B such that the elements of B are

and .

2. Which of the following are vector spaces and why/why not? (You don’t need to show all of the
properties if a set is a vector space, just indicate why they hold or which ones fail to hold.)

a) R≥0 under the operations of ordinary addition and ordinary multiplication.

3. Which of the following are subspaces of the given vector space and why/why not?

a) The subset of M2×2(R) consisting of invertable matrices.

b) Let the vector space V = F [0, 1] (where F [0, 1] is the set of real valued functions on the
interval [0, 1]). Is the subset S consisting of functions f(x) such that f(.5) = 0 a subspace?



4. Which of the following sets are linearly independent and why/why not?
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5. Which of the following sets of vectors span their indicated vector spaces and why/why not?

a) p, q, r ∈ P3 with p = x3 + x + 1, q = x2 + x + 1 and r = 1

b) (0, 1, 1), (1, 3, 2) and (1, 1, 0) in R3

c)
(

1
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)
,

(
0
1

)
, and
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)
in R2



6. Let v1 =


1
−1

0
1

, v2 =


2
1
1
0

 and v3 =
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1
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.

a) Compute Span{v1, v2, v3}. Is


1
1
1
1

 in the span?

b) Give a basis for the span you found in part a).

7. Let A =

 1 −1 0 1
2 1 1 0
1 −3 −1 1

 which has reduced row echelon form

 1 0 0 −1
0 1 0 −2
0 0 1 4

.

The dimension of NS(A) is and the rank of A is .

a) Give a non-zero vector in the Nullspace of A.

b) Compute the Column Space of A.



8. True/False, circle T or F as appropriate.

a) T F All examples of vector addition and scalar multiplication on a real vector
space are based on ordinary addition and multiplication of real numbers
respectively.

b) T F Our definitions of vector space can be easily be extended to define vector
spaces over other sets of scalars such as the rational numbers or the complex
numbers.

c) T F Ordinary addition is an example of vector addition.

d) T F If the reduced row echelon form of a matrix whose rows are the vectors
{v1, ..., vn} has a free variable, then the system is linearly dependent.

e) T F A set of vectors with more vectors than pieces on information in each vector
is automatically linearly dependent.

f) T F The determinate is not a useful tool for showing that a set of n vectors in
Rn is linearly independent.

9. More fill in the blank.

a) Give two different examples of bases for the vector space P2.

and .

b) The dimension of a vector space V is defined to be and is

well defined because .

10. Let f1(x) = 2x+1, f2(x) = 1. We can show that the set of function f1, f2 ∈ F (−∞,∞) are linearly
independent using either the Wronksian or another method. Demonstrate that these two methods
give you the same piece of information.



Reduced Row Echelon Form

The matrix


1 2 1 x
−1 1 −3 y

0 1 −1 z
1 0 1 w

 has reduced row echelon form


1 0 0 −2x− 3y + 7z
0 1 0 x + y − 2z
0 0 1 x + y − 3z
0 0 0 x + 2y − 4z + w

 .

The matrix

 1 −1 0 1 x
2 1 1 0 y
1 −3 −1 1 z

 has reduced row echelon form

 1 0 0 −1 y − z
0 1 0 −2 y − x− z
0 0 1 4 2y − 3x− z




