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## Preface

## Why should we learn some qualitative theory of differential equations?

Differential equations are mainly used to describe the change of quantities or behavior of certain systems in applications, such as those governed by Newton's laws in physics.

When the differential equations under study are linear, the conventional methods, such as the Laplace transform method and the power series solutions, can be used to solve the differential equations analytically, that is, the solutions can be written out using formulas.

When the differential equations under study are nonlinear, analytical solutions cannot, in general, be found; that is, solutions cannot be written out using formulas. In those cases, one approach is to use numerical approximations. In fact, the recent advances in computer technology make the numerical approximation classes very popular because powerful software allows students to quickly approximate solutions of nonlinear differential equations and visualize, even in 3-D, their properties.

However, in most applications in biology, chemistry, and physics modeled by nonlinear differential equations where analytical solutions may be unavailable, people are interested in the questions related to the so-called qualitative properties, such as: will the system have at least one solution? will the system have at most one solution? can certain behavior of the system be controlled or stabilized? or will the system exhibit some periodicity? If these questions can be answered without solving the differential equations, especially when analytical solutions are unavailable, we can still get a very good understanding of the system. Therefore, besides learning some numerical methods, it is also important and beneficial to learn how to analyze some qualitative properties, such as the existence and uniqueness of
solutions, phase portraits analysis, dynamics of systems, stability, bifurcations, chaos, boundedness, and periodicity of differential equations without solving them analytically or numerically.

This makes learning the qualitative theory of differential equations very valuable, as it helps students get well equipped with tools they can use when they apply the knowledge of differential equations in their future studies and careers. For example, when taking a numerical methods course, before a numerical approximation is carried out, the existence and uniqueness of solutions should be checked to make sure that there does exist one and only one solution to be approximated. Otherwise, how does one know what one is approximating? A related remark is that even though numerical solutions can be carried out to suggest certain properties, they are obtained through discretization on finite intervals. They reveal certain properties that are only valid for the limited numerical solutions on finite intervals and, therefore, cannot be used to determine the qualitative properties on the whole interval of all solutions of the original differential equations.

Based on the above remarks, we conclude that in order to have a more complete knowledge of differential equations, and be able to analyze differential equations without solving them analytically or numerically, we should learn some qualitative theory of differential equations.

## To whom is this book written?

This book is written for upper level undergraduates (second undergraduate course in ODEs) and beginning graduate students. To be more specific, Chapters $1-7$ are for upper level undergraduate students, where the basic qualitative properties concerning existence and uniqueness, structures of solutions, phase portraits, stability, bifurcation, and chaos are discussed. Chapters $8-12$, together with Chapters $1-7$, are for beginning graduate students, where some additional subjects on stability, dynamical systems, bounded and periodic solutions are covered.

Another reason for writing this book is that nowadays it is a popular trend for upper level undergraduate students and beginning graduate students to get involved in some research activity. Compared to other more abstract subjects in mathematics, qualitative analysis of differential equations is readily accessible to upper level undergraduates and beginning graduate students. It is a vast hunting field in which students will get an opportunity to combine and apply their knowledge in linear algebra, elementary differential equations, advanced calculus, and others to "hunt some prey."

Furthermore, the qualitative analysis of differential equations is on the border line of applied mathematics and pure mathematics, so it can attract students interested in either discipline.

## How does this book differ from other ODE books?

It is often the case that in a book written at the graduate level or even at the upper undergraduate level, there are "jumps" in the reasonings or in the proofs, as evidenced by words like "obviously" or "clearly." However, inexperienced undergraduate and beginning graduate students need more careful and detailed guidance to help them learn the material and gain maturity on the subject.

In this book, I selected only the subjects that are of fundamental importance, that are accessible to upper level undergraduate and beginning graduate students, and that are related to current research in the field. Then, for each selected topic, I provided a complete analysis that is suitable for the targeted audience, and filled in the details and gaps which are missing from some other books. Sometimes, I produced elementary proofs using calculus and linear algebra for certain results that are treated in a more abstract frame in other books. Also, examples and reasons are given before introducing many concepts and results.

Therefore, this book is different from other ODE books in that it is more detailed, and, as the title of this book indicates, the level of this book is lower than most books for graduate students, and higher than the books for elementary differential equations. Moreover, this book contains many interesting pure and applied topics that can be used for one or two semesters.

## What topics are covered in this book?

Chapter 1. A Brief Description. We first give a brief treatment of some subjects covered in an elementary differential equations course. Then we introduce some terminology and describe some qualitative properties of differential equations that we are going to study in this book. We use the geometric and physical arguments to show why certain qualitative properties are plausible and why sometimes we pursue a qualitative analysis rather than solving differential equations analytically or numerically. This will give readers an opportunity to become familiar with the objective and terminology of qualitative analysis in a somewhat familiar setting.

Chapter 2. Existence and Uniqueness. In Section 1, we use examples from applications to define general first order differential equations in $\Re^{n}$. In Section 2, we study existence and uniqueness of solutions, that is, we examine under what conditions a differential equation has solutions and how the solutions are uniquely determined, without solving the differential equation analytically. A condition called "Lipschitz condition" is utilized. In Section 3, we show under certain conditions that solutions are continuous and differentiable with respect to initial data and parameters. In Section 4, we determine structures of the maximal intervals of existence for solutions, and study properties of solutions with respect to the maximal intervals of existence. In Section 5 (which may be optional), we introduce the Fixed Point Method. We use the contraction mapping principle to derive existence and uniqueness of solutions if a local Lipschitz condition is satisfied. Then, when a local Lipschitz condition is not assumed, we use Schauder's second fixed point theorem to obtain existence of solutions, in which case, uniqueness is not guaranteed.

Chapter 3. Linear Differential Equations. In Section 1, we make some definitions concerning linear differential equations. In Section 2, we study general nonhomogeneous linear differential equations and obtain the fundamental matrix solutions and verify that they satisfy the "evolution system property." Then we derive the variation of parameters formula using the fundamental matrix solutions and observe what these solutions should look like. In Section 3, we look at equations with constant coefficients and examine detailed structure of solutions in terms of eigenvalues of the leading constant matrix, using the Jordan canonical form theorem. In addition we derive the Putzer algorithm that can be used to actually solve or compute solutions for equations with constant coefficients. This result will appeal to readers interested in computation. In Section 4, we look at equations with periodic coefficients and study Floquet theory, which allows us to transform equations with periodic coefficients into equations with constant coefficients. The results of Section 3 can then be applied to the transformed equations. The concept of Liapunov exponents is also briefly introduced in Section 4.

Chapter 4. Autonomous Differential Equations in $\Re^{2}$. In Section 1, we introduce the concept of dynamical systems, discuss possible trajectories in phase planes for two-dimensional autonomous equations, and outline the relationship between nonlinear differential equations and their linearizations. In Section 2, we provide a complete analysis for linear autonomous
differential equations in $\Re^{2}$ and draw all phase portraits for the different cases according to eigenvalues of the coefficient matrix. We also introduce some terminology, including stability of solutions, according to the properties revealed, which leads us to detailed study of the same subject later for general differential equations in $\Re^{n}, n \geq 1$. In Section 3, we examine the conditions which ensure that solutions of autonomous differential equations and their linearizations have essentially the same local geometric and qualitative properties near the origin. In Section 4, we apply the results to analyze an equation of a simple pendulum. In Section 5, we generalize the ideas of a simple pendulum and study the Hamiltonian systems and gradient systems.

Chapter 5. Stability. Part I. In Section 1, we introduce the notion of stabilities in the sense of Liapunov for general differential equations in $\Re^{n}$, which are based on some consideration in physics and the planar differential equations studied in Chapter 4. In Section 2, we study stabilities for linear differential equations with constant coefficients and show that eigenvalues of the coefficient matrices determine stability properties. In Section 3 , stabilities of linear equations with linear or nonlinear perturbations are studied using the variation of parameters formula and Gronwall's inequality. The results include some planar autonomous nonlinear differential equations studied in Chapter 4 as special cases. Therefore, some unproven results in Chapter 4 can now get a partial proof. In Section 4, linear periodic differential equations are treated. The Floquet theory from Chapter 3 is used to transform linear periodic equations into linear equations with constant coefficients and the results from Section 2 can then be applied. In Section 5 , we introduce Liapunov's method for autonomous nonlinear differential equations and prove their stability properties under the assumption that there exist appropriate Liapunov functions. Thus, we can obtain stabilities without explicitly solving differential equations. In Section 6 , we provide examples to demonstrate how the Liapunov theory is applied by constructing Liapunov functions in specific applications. Liapunov's method for general (nonautonomous) differential equations will be given in Chapter 9.

Chapter 6. Bifurcation. In Section 1, we use examples, including Euler's buckling beam, to introduce the concept of bifurcation of critical points of differential equations when some parameters are varied. In Section 2, we study saddle-node bifurcations and use examples to explain why saddle and node appear for this type of bifurcations. We analyze the geometric aspects of some scalar differential equations that undergo saddle-node bifur-
cations and use them to formulate and prove a result concerning saddle-node bifurcations for scalar differential equations. In Section 3, we study transcritical bifurcations and apply them to a solid-state laser in physics. Again, the geometric aspects of some examples are analyzed and used to formulate and prove a result concerning transcritical bifurcations for scalar differential equations. In Section 4, we study pitchfork bifurcations and apply them to Euler's buckling beam and calculate Euler's first buckling load, which is the value the buckling takes place. The hysteresis effect with applications in physics is also discussed. A result concerning pitchfork bifurcations for scalar differential equations is formulated using the geometric interpretation. In Section 5, we analyze the situations where a pair of two conjugate complex eigenvalues cross the pure imaginary axis when some parameters are varied. We introduce the Poincaré-Andronov-Hopf bifurcation theorem and apply it to van der Pol's oscillator in physics.

Chapter 7. Chaos. In Section 1, we use examples, such as some discrete maps and the Lorenz system, to introduce the concept of chaos. In Section 2, we study recursion relations, also called maps, and their bifurcation properties by finding the similarities to the bifurcations of critical points of differential equations, hence the results in Chapter 6 can be carried over. In Section 3, we look at a phenomenon called period-doubling bifurcations cascade, which provides a route to chaos. In Section 4, we introduce some universality results concerning one-dimensional maps. In Section 5, we study some properties of the Lorenz system and introduce the notion of strange attractors. In Section 6, we study the Smale horseshoe which provides an example of a strange invariant set possessing chaotic dynamics.

Chapter 8. Dynamical Systems. In Section 1, we discuss the need to study the global properties concerning the geometrical relationship between critical points, periodic orbits, and nonintersecting curves. In Section 2, we study the dynamics in $\Re^{2}$ and prove the Poincaré-Bendixson theorem. In Section 3, we use the Poincaré-Bendixson theorem, together with other results, to obtain existence and nonexistence of limit cycles, which in turn help us determine the global properties of planar systems. In Section 4, we apply the results to a Lotka-Volterra competition equation. In Section 5, we study invariant manifolds and the Hartman-Grobman theorem, which generalize certain results for planar equations in Chapter 4 to differential equations in $\Re^{n}$.

Chapter 9. Stability. Part II. In Section 1, we prove a result concerning the equivalence of "stability" (or "asymptotic stability") and "uniform stability" (or "uniform asymptotic stability") for autonomous differential equations. In Section 2, we use the results from Chapter 3 to derive stability properties for general linear differential equations, and prove that they are determined by the fundamental matrix solutions. The results here include those derived in Chapter 5 for linear differential equations with constant or periodic coefficients as special cases. Stability properties of general linear differential equations with linear or nonlinear perturbations are also studied using the variation of parameters formula and Gronwall's inequality. In Section 3, we introduce Liapunov's method for general (nonautonomous) differential equations and derive their stability properties, which extends the study of stabilities in Chapter 5 for autonomous differential equations.

Chapter 10. Bounded Solutions. In Section 1, we make some definitions and discuss the relationship between boundedness and ultimate boundedness. In Section 2, we derive boundedness results for general linear differential equations by using the results from Chapter 9. It will be seen that stability and boundedness are almost equivalent for linear homogeneous differential equations, and they are determined by the fundamental matrix solutions. For nonlinear differential equations, examples will be given to show that the concepts of stability and boundedness are not equivalent. In Section 3, we look at the case when the coefficient matrix is a constant matrix, and verify that the eigenvalues of the coefficient matrix determine boundedness properties. In Section 4, the case of a periodic coefficient matrix is treated. The Floquet theory from Chapter 3 is used to transform the equation with a periodic coefficient matrix into an equation with a constant coefficient matrix. Therefore, the results from Section 3 can be applied. In Section 5, we use Liapunov's method to study boundedness properties for general nonlinear differential equations.

Chapter 11. Periodic Solutions. In Section 1, we give some basic results concerning the search of periodic solutions and indicate that it is appropriate to use a fixed point approach. In Section 2, we derive the existence of periodic solutions for general linear differential equations. First, we derive periodic solutions using the eigenvalues of $U(T, 0)$, where $U(t, s)$ is the fundamental matrix solution of linear homogeneous differential equations. Then we derive periodic solutions from the bounded solutions. Periodic solutions of linear differential equations with linear and nonlinear perturbations are
also given. In Section 3, we look at general nonlinear differential equations. Since using eigenvalues is not applicable now, we extend the idea of deriving periodic solutions using the boundedness. First, we present some Masseratype results for one-dimensional and two-dimensional differential equations, whose proofs are generally not extendible to higher dimensional cases. Then, for general $n$-dimensional differential equations, we apply Horn's fixed point theorem to obtain fixed points, and hence periodic solutions, under the assumption that the solutions are equi-ultimate bounded.

Chapter 12. Some New Types of Equations. In this chapter, we use applications, such as those in biology and physics, to introduce some new types of differential equations, which are extensions and improvements of the differential equations discussed in the previous chapters. They include finite delay differential equations, infinite delay differential equations, integrodifferential equations, impulsive differential equations, differential equations with nonlocal conditions, impulsive differential equations with nonlocal conditions, and abstract differential equations. For each new type of differential equations mentioned above, we use one section to describe some of their important features. For example, for integrodifferential equations, we outline a method which can reformulate an integrodifferential equation as a differential equation in a product space; and for abstract differential and integrodifferential equations, we introduce the semigroup and resolvent operator approaches. The purpose of this chapter is to provide some remarks and references for the recent advancement in differential equations, which will help readers to access the frontline research, so they may be able to contribute their own findings in the research of differential equations and other related areas.

## How to use this book?

For an upper level undergraduate course. The material in Chapters $1-7$ is enough. Moreover, if there are time constraints, then some results, such as the following, can be mentioned without detailed proofs: in Chapter 2 , the proofs concerning existence and existence without uniqueness of solutions, the dependence on initial data and parameters, and the maximal interval of existence; in Chapter 3, differential equations with periodic coefficients and Floquet theory; in Chapter 5, the proofs concerning Liapunov's method; in Chapters 6-7, certain proofs concerning bifurcations and chaos. (Note that Section 2.5 concerning the Fixed Point Method is optional.)

For a beginning graduate course. Chapters $1-11$ provide a sufficient resource for different selections of subjects to be covered. If time permits, Chapter 12 can provide some direction for further reading and/or research in the qualitative theory of differential equations.

One more thing we would like to point out is that Chapters 6 through 12 are rather independent of each other and the instructors may choose among them to fit the last part of the course to their particular needs.

Exercises and notations. Most questions in the Exercises are quite important and should be assigned to give the students a good understanding of the subjects.

In Theorem x.y.z, x indicates the chapter number, y the section number, and $z$ the number of the result in section $y$. The same numbering system holds true for Lemma x.y.z, Example x.y.z, etc.
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## Chapter 1

## A Brief Description


#### Abstract

We first begin with a brief treatment of some subjects covered in an Elementary Differential Equations course that we assume you have taken. Then we describe some qualitative properties of differential equations that we are going to study in this book. Many of the descriptions here will be done with the geometric and physical arguments to help you see why certain qualitative properties are plausible and why sometimes we pursue a qualitative analysis rather than solving differential equations analytically or numerically. This will give you an opportunity to become familiar with the objective and terminology of qualitative analysis in a somewhat familiar setting.


### 1.1 Linear Differential Equations

To provide a background for our discussions, let's begin with some examples.
Example 1.1.1 To mathematically model the population growth of, say, a university, the simplest assumption we can make is to assume that the population grows at a rate proportional (with a proportional constant $k$ ) to its current population of that year. For example, $k$ may be 0.05 , which means the population grows $5 \%$ per year. If we use $t$ for the time and $x(t)$
for the population at time $t$, and if we know the population at a time, say $t_{0}$, to be $x_{0}$, (for example, the population is $x_{0}=18,000$ in year $t_{0}=2001$ ), then we can set up the following equation

$$
\begin{equation*}
x^{\prime}(t)=k x(t), \quad x\left(t_{0}\right)=x_{0} \tag{1.1}
\end{equation*}
$$

Eq. (1.1) is an equation involving the derivative of an unknown function $x(t)$ that we want to solve. Therefore, we define an ordinary differential equation as an equation involving derivatives of an unknown function with one variable.

The order of an ordinary differential equation is the highest derivative of the unknown function that appears in the equation. For example, Eq. (1.1) is a first-order ordinary differential equation.

A solution of an ordinary differential equation is a function that satisfies the ordinary differential equation. $x\left(t_{0}\right)=x_{0}$ in Eq. (1.1) is referred to as an initial condition, an initial value, or an initial data, and Eq. (1.1) is also called an initial value problem.

Sometimes, we only consider $t \geq t_{0}$ in Eq. (1.1) because we are only concerned with the development in the future time of $t_{0}$. Next, $x(t)$ in Eq. (1.1) is a number, thus we say that Eq. (1.1) is a differential equation in $\Re$ (or $\Re^{1}$ ), where $\Re=(-\infty, \infty)$. We also say that Eq. (1.1) is a scalar equation.

Since the study in this book doesn't involve partial differential equations, sometimes we will use "differential equations" or just "equations" to mean "ordinary differential equations."

The direction field consisting of direction vectors (or slope vectors) for Eq. (1.1) with $k>0$ is given in Figure 1.1.

For Eq. (1.1), $x(t) \equiv 0$ is a solution (with its initial value being zero), and is called a constant solution. Otherwise, we assume $x(t) \neq 0$ such that Eq. (1.1) can be written as

$$
\begin{equation*}
\frac{x^{\prime}(t)}{x(t)}=k \tag{1.2}
\end{equation*}
$$

Now, we can use the method of separation of variables to solve Eq. (1.2). That is, we separate the variables $x$ and $t$ and write Eq. (1.2) as

$$
\frac{1}{x} d x=k d t
$$

then solve

$$
\int \frac{1}{x} d x=\int k d t
$$



Figure 1.1: Direction field of Eq. (1.1) with $k>0$
and obtain

$$
\ln |x|=k t+C
$$

Finally, we derive the solution of Eq. (1.1), given by

$$
\begin{equation*}
x(t)=x_{0} e^{k\left(t-t_{0}\right)} \tag{1.3}
\end{equation*}
$$

For the solution given in (1.3), we have the pictures in Figure 1.2 and Figure 1.3.


Figure 1.2: Solutions of Eq. (1.1) with $k>0$

Accordingly, we say that in Eq. (1.1), the population grows exponentially when $k>0$, and the population decays exponentially when $k<0$.


Figure 1.3: Solutions of Eq. (1.1) with $k<0$

Now, if we do not solve Eq. (1.1), but, instead, start at $\left(t_{0}, x_{0}\right)$ and flow along the directions of the direction field in Figure 1.1 as $t$ increases, then the curve obtained, see Figure 1.4, matches well with the picture of solutions in Figure 1.2. The point of view of regarding solutions as curves flowing in a direction field will be very useful for understanding some results in differential equations, especially when we study the geometric aspects of differential equations.


Figure 1.4: A curve obtained using the direction field in Figure 1.1

In Eq. (1.1), if we take $t_{0}$ to be 0 , (for example, treat year 2001 as year $0)$, then Eq. (1.1) becomes

$$
\begin{equation*}
x^{\prime}(t)=k x(t), x(0)=x_{0} \tag{1.4}
\end{equation*}
$$

and the solution is now given by

$$
x(t)=x_{0} e^{k t}
$$

Consider Eq. (1.1). If we assume further that other factors, such as those from the environment, are also involved in the population growth, then we may replace Eq. (1.1) by

$$
\begin{equation*}
x^{\prime}(t)=k x(t)+f(t), \quad x\left(t_{0}\right)=x_{0} \tag{1.5}
\end{equation*}
$$

for some continuous "factor" function $f(t)$.
In some applications, the proportional constant $k$ may change with the time $t$, thus in those cases we need to replace $k$ by a continuous function in $t$, say $k(t)$. Then Eq. (1.5) becomes

$$
\begin{equation*}
x^{\prime}(t)=k(t) x(t)+f(t), \quad x\left(t_{0}\right)=x_{0} \tag{1.6}
\end{equation*}
$$

Sometimes, other forms of differential equations are also encounted in applications, as in the following examples.

Example 1.1.2 (Restricted population growth) In many applications, it is assumed that the population $(x(t))$ does not exceed some number $C$, called the carrying capacity of the environment; it is also assumed that the population grows at a rate proportional (with a constant $k$ ) to the difference between $C$ and the population at that time. Then $x(t)$ satisfies

$$
\begin{equation*}
x^{\prime}(t)=k[C-x(t)], \quad x\left(t_{0}\right)=x_{0} \tag{1.7}
\end{equation*}
$$

Example 1.1.3 (Newton's law of cooling) Newton's law of cooling states that the temperature of a subject $(T(t))$ changes at a rate proportional (with a constant $k$ ) to the difference between the temperature of the subject and the temperature of the surrounding medium $\left(T_{m}\right)$. Then we have

$$
\begin{equation*}
T^{\prime}(t)=k\left[T_{m}-T(t)\right], \quad T\left(t_{0}\right)=T_{0} \tag{1.8}
\end{equation*}
$$

Eq. (1.7) and Eq. (1.8) are of the same form, so we only need to look at Eq. (1.7). Now, $x(t)=C$ is a constant solution. If $x(t) \neq C$, then, using separation of variables, we solve

$$
\begin{equation*}
\frac{1}{C-x} d x=k d t \tag{1.9}
\end{equation*}
$$

then the solution of Eq. (1.7) is given as

$$
\begin{equation*}
x(t)=C-\left[C-x_{0}\right] e^{-k\left(t-t_{0}\right)}, \quad t \geq t_{0} \tag{1.10}
\end{equation*}
$$

The direction field and the picture of the solutions for Eq. (1.7) are given in Figure 1.5 and Figure 1.6. Again, they match well.


Figure 1.5: Direction field of Eq. (1.7) with $k>0$


Figure 1.6: Solutions of Eq. (1.7) with $k>0$

Eq. (1.7) and Eq. (1.8) are solved as above. However, we point out that they can also be formulated as Eq. (1.5) or Eq. (1.6), which has
more applications. For example, Eq. (1.8) can be formulated as $T^{\prime}(t)=$ $-k T(t)+k T_{m}$.

Now, let's solve Eq. (1.5). We note that when $f=0$, Eq. (1.5) becomes Eq. (1.1), whose solution is given by $x_{0} e^{k\left(t-t_{0}\right)}$. Then we use the method of variation of parameters, that is, we determine the conditions on an unknown function $C(t)$ such that $C(t) e^{k\left(t-t_{0}\right)}$ is a solution of Eq. (1.5). This leads to

$$
C^{\prime}(t) e^{k\left(t-t_{0}\right)}+C(t) k e^{k\left(t-t_{0}\right)}=k C(t) e^{k\left(t-t_{0}\right)}+f(t),
$$

hence,

$$
C(t)=x_{0}+\int_{t_{0}}^{t} e^{-k\left(s-t_{0}\right)} f(s) d s .
$$

Therefore, we obtain the solution of Eq. (1.5), given by the variation of parameters formula

$$
\begin{align*}
x(t) & =e^{k\left(t-t_{0}\right)}\left[x_{0}+\int_{t_{0}}^{t} e^{-k\left(s-t_{0}\right)} f(s) d s\right] \\
& =e^{k\left(t-t_{0}\right)} x_{0}+\int_{t_{0}}^{t} e^{k(t-s)} f(s) d s \tag{1.11}
\end{align*}
$$

If we define $T(t)=e^{k t}$, then (1.11) can be written as

$$
\begin{equation*}
x(t)=T\left(t-t_{0}\right) x_{0}+\int_{t_{0}}^{t} T(t-s) f(s) d s \tag{1.12}
\end{equation*}
$$

Note that $T(t)=e^{k t}$ satisfies the following property:
(S1). $T(0)=1$,
(S2). $T(t) T(s)=T(t+s), t, s \geq 0$.
In some literature, this property is called the "semigroup property."
To solve Eq. (1.6), we can use the idea of variation of parameters again (see an exercise) and let $f=0$ first and derive the solution $x_{0} e^{\int_{t_{0}}^{t} k(s) d s}$. We then determine the conditions on $C(t) e^{\int_{t_{0}}^{t} k(s) d s}$ from

$$
C^{\prime}(t) e^{\int_{t_{0}}^{t} k(s) d s}+C(t) k(t) e^{\int_{t_{0}}^{t} k(s) d s}=k(t) C(t) e^{\int_{t_{0}}^{t} k(s) d s}+f(t)
$$

and obtain the solution of Eq. (1.6), given by another variation of parameters formula

$$
\begin{align*}
x(t) & =e^{\int_{t_{0}}^{t} k(s) d s}\left[x_{0}+\int_{t_{0}}^{t} e^{-\int_{t_{0}}^{s} k(h) d h} f(s) d s\right] \\
& =e^{\int_{t_{0}}^{t} k(s) d s} x_{0}+\int_{t_{0}}^{t} e_{s}^{t} k(h) d h \tag{1.13}
\end{align*}(s) d s .
$$

In this case, if we define $U(t, s)=e^{\int_{s}^{t} k(h) d h}$, then (1.13) can be written as

$$
\begin{equation*}
x(t)=U\left(t, t_{0}\right) x_{0}+\int_{t_{0}}^{t} U(t, s) f(s) d s \tag{1.14}
\end{equation*}
$$

Now, $U(t, s)=e^{\int_{s}^{t} k(h) d h}$ satisfies the following property:
(E1). $U(t, t)=1, t \geq t_{0}$,
(E2). $U(t, r) U(r, s)=U(t, s), t_{0} \leq s \leq r \leq t$.
This property is called the "evolution system property" in some literature.

Some higher order differential equations can also be treated in a similar way. One example is given below.

Example 1.1.4 Consider the second-order differential equation

$$
x^{\prime \prime}(t)+a_{1} x^{\prime}(t)+a_{2} x(t)=f(t)
$$

Besides using the characteristic equations, we can define

$$
x_{1}(t)=x(t), x_{2}(t)=x^{\prime}(t)
$$

then,

$$
\left\{\begin{array}{l}
x_{1}^{\prime}(t)=x^{\prime}(t)=x_{2}(t)  \tag{1.15}\\
x_{2}^{\prime}(t)=x^{\prime \prime}(t)=-a_{2} x(t)-a_{1} x^{\prime}(t)+f(t)=-a_{2} x_{1}(t)-a_{1} x_{2}(t)+f(t)
\end{array}\right.
$$

Thus, writing in matrix and vector notations, we obtain

$$
\left[\begin{array}{c}
x_{1}(t)  \tag{1.16}\\
x_{2}(t)
\end{array}\right]^{\prime}=\left[\begin{array}{cc}
0 & 1 \\
-a_{2} & -a_{1}
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+\left[\begin{array}{c}
0 \\
f(t)
\end{array}\right]
$$

Eq. (1.16) is called a differential equation in $\Re^{2}$, which looks like Eq. (1.5) when $k$ in Eq. (1.5) is regarded as a $2 \times 2$ matrix and $x$ as a vector in $\Re^{2}$.

For equations in $\Re^{2}$, solutions should be viewed in the $\left(t, x_{1}, x_{2}\right)$ space, and the direction field should be drawn in the $\left(x_{1}, x_{2}\right)$ space, as in the following example.

Example 1.1.5 Consider

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=x_{2}  \tag{1.17}\\
x_{2}^{\prime}=-x_{1}
\end{array}\right.
$$

We find that $x_{1}(t)=\sin t$ and $x_{2}(t)=\cos t$ is a solution, and the picture in the $\left(t, x_{1}, x_{2}\right)$ space is shown in Figure 1.7. The direction field of Eq. (1.17) is shown in Figure 1.8.
(To get Figure 1.8, you can check a few points. For example, at the point $\left[x_{1}, x_{2}\right]^{T}=[0,1]^{T}$ (here $T$ means the transpose, so $[0,1]^{T}$ is a $2 \times 1$ vector $\left[\begin{array}{l}0 \\ 1\end{array}\right]$ in $\Re^{2}$ ), the direction in the field is $\left[x_{1}^{\prime}, x_{2}^{\prime}\right]^{T}=\left[x_{2},-x_{1}\right]^{T}=[1,0]^{T}$; at the point $\left[x_{1}, x_{2}\right]^{T}=[1,1]^{T}$, the direction in the field is $\left[x_{2},-x_{1}\right]^{T}=[1,-1]^{T}$; at the point $\left[x_{1}, x_{2}\right]^{T}=[1,0]^{T}$, the direction in the field is $\left[x_{2},-x_{1}\right]^{T}=$ $[0,-1]^{T}$, and so on. Thus it goes like a circle in the clockwise direction. Again, the picture of the solution $x_{1}(t)=\sin t, x_{2}(t)=\cos t$ and the direction field in Figure 1.8 match well.)


Figure 1.7: Solutions of Eq. (1.17) in the $\left(t, x_{1}, x_{2}\right)$ space

Observe that when the right-hand side of Eq. (1.5) or Eq. (1.6) is regarded as a function in $(t, x)$, the term $k x$ or $k(t) x$ involving $x$ is linear in $x$. Thus, in this sense, Eq. (1.5) and Eq. (1.6) are called linear differential equations. When $k$ and $k(t)$ in Eq. (1.5) and Eq. (1.6) are regarded as $n \times n$ matrices and $x$ as an $n \times 1$ vector, Eq. (1.5) and Eq. (1.6) are called


Figure 1.8: Direction field of Eq. (1.17) in the $\left(x_{1}, x_{2}\right)$ space
linear differential equations in $\Re^{n}$. For equations in $\Re^{n}, n \geq 3$, if the $t$ direction is also added, then we end up with something that is at least of four dimensions; hence, we lose geometric view because humans can only see objects of at most three dimensions. In those cases, especially in determining how close a solution is to the zero solution (when the zero is a solution), or in determining the distance from a point on the solution curve to the $t$-axis, we simply draw pictures in a plane, and treat $\Re^{n}$ as one dimensional, or use the vertical direction to denote the distance of a solution to the zero solution ( $t$-axis, when the zero is a solution), as shown in Figure 1.9.

We will see in Chapter 3 that the solution formulas (1.12) and (1.14), as well as the semigroup and evolution system properties derived for onedimensional equations are also valid for all linear differential equations in $\Re^{n}, n \geq 1$, and thereby constitute a complete and elegant theory for linear differential equations.

### 1.2 The Need for Qualitative Analysis

Our problems are almost solved, at least for finding solutions, if we only need to deal with linear differential equations. However, we are living in a complex world, and in most applications, such as those in biology, chemistry, and physics, we have to deal with nonlinear differential equations, that is, the differential equations where the terms involving the unknown function


Figure 1.9: A solution in the $\Re \times \Re^{n}$ space viewed in the $(t, x)$ plane where $\Re^{n}$ is treated as the $x$ direction
$x$ are not linear in $x$, as in the following examples.
Example 1.2.1 (Logistic equation) The exponential growth of $x^{\prime}=k x$, which was studied around 1800, was used by some economists to argue that human misery is inevitable because population grows exponentially fast and supplies cannot keep up. In 1845, the Belgian mathematician P. Verhulst argued that to get better models, the proportional constant $k$ of $x^{\prime}=k x$ should be replaced by $C-x$, where $C$ is the carrying capacity; and proposed the following equation,

$$
\begin{equation*}
x^{\prime}(t)=a x(t)[C-x(t)], \quad x\left(t_{0}\right)=x_{0}, \quad t \geq t_{0} \tag{2.1}
\end{equation*}
$$

where $a$ and $C$ are positive constants. The model is used to accommodate the situations that when the population $x(t)$ is small, the rate $x^{\prime}(t) \approx a C x(t)$, thus the population grows exponentially; when $x(t)$ approaches $C$ but is still less than $C$, the rate $x^{\prime}(t)$ decreases and is still positive, thus the population is still growing but at a slow rate; finally, when $x(t)$ is large enough $(x>C)$, the rate $x^{\prime}(t)<0$, therefore the population decreases. These can be seen from the graph of the function $f(x)=a x[C-x]=-a x^{2}+a C x$ in Figure 1.10. Verhulst called the solution curves of Eq. (2.1) "logistic curves," from a Greek word meaning "skilled in computation." Nowadays, equations of the form of Eq. (2.1) are called "logistic equations." After a change in function $\frac{x}{C} \rightarrow x$, Eq. (2.1) can be replaced by

$$
\begin{equation*}
x^{\prime}(t)=r x(t)[1-x(t)], \quad x\left(t_{0}\right)=x_{0}, \quad t \geq t_{0} \tag{2.2}
\end{equation*}
$$

where $r=a C$. (Some analysis of Eq. (2.1) and Eq. (2.2) will be given later.)


Figure 1.10: The graph of the function $f(x)=a x[C-x]=-a x^{2}+a C x$

Example 1.2.2 Let's look at Eq. (1.6) again, but now assume that the function $f(t)$ is also determined by the unknown function $x$. Then we need to replace $f(t)$ by a function $f(t, x)$ that may be nonlinear in $x$, such as $f(t, x)=\sin (t x)$. Now we have

$$
\begin{equation*}
x^{\prime}(t)=k(t) x(t)+\sin (t x(t)) \tag{2.3}
\end{equation*}
$$

Example 1.2.3 (Lotka-Volterra competition equation) Lotka-Volterra competition equation states that

$$
\left\{\begin{array}{c}
x_{1}^{\prime}=\beta_{1} x_{1}\left(K_{1}-x_{1}-\mu_{1} x_{2}\right)  \tag{2.4}\\
x_{2}^{\prime}=\beta_{2} x_{2}\left(K_{2}-x_{2}-\mu_{2} x_{1}\right) \\
x_{1}(0) \geq 0, x_{2}(0) \geq 0
\end{array}\right.
$$

where $\beta_{i}, K_{i}, \mu_{i}, i=1,2$, are positive constants and $x_{1}(t), x_{2}(t)$ are two populations. If the populations $x_{1}$ and $x_{2}$ grow and decay independently of each other, then the constants $\mu_{1}$ and $\mu_{2}$ will not appear in Eq. (2.4), resulting in two independent differential equations where each is of the form of a logistic equation. However, if the two populations compete for a shared limited resource (space or a nutrient, for example), and each interferes with the other's utilization of it, then the growth or decay of one population will affect the well-being or fate of the other one. Now $\mu_{1}$ and $\mu_{2}$ will appear in

Eq. (2.4), and this explains why Eq. (2.4) is proposed. For detailed studies in this area, see for example, May [1973] and Smith [1974].


Figure 1.11: Motion of a simple pendulum

Example 1.2.4 (A simple pendulum) Figure 1.11 shows a rigid simple pendulum of length $l$ oscillating around the vertical downward position.

It is assumed that the mass of the rod of the pendulum is negligible with respect to the mass $m$ at the end of the pendulum. Let $\theta=\theta(t)$ be a function in the time variable $t$ measuring the angle formed by the pendulum and the vertical downward direction, and let $s$ be the arc length in the figure formed by the path of the end of the pendulum starting from the vertical downward position. Then $s=s(t)$ is a function in $t$ and $s^{\prime}(t)$ is the velocity of the end of the pendulum along the arc $s$ (or in a direction tangential to the arc $s$ ). Now, the gravity of the pendulum is $m g$, hence, from the small triangle in the figure, the component of gravity in the direction tangential to the arc $s$ is

$$
-m g \sin \theta,
$$

(the minus sign is needed because, for example, when the pendulum moves away, the force of gravity will try to drag the pendulum back). Next, assume
that the damping or resistance is linear and is in the opposite direction of the velocity $s^{\prime}(t)$, given in the form of

$$
-\tau s^{\prime}(t)
$$

for some constant $\tau \geq 0$. Then, from Newton's second law of motion, which says, in this case, that

$$
\begin{aligned}
& (m) \text { (the tangential acceleration) } \\
& =\text { the tangential component of the gravitational force } \\
& \quad+\text { the damping, }
\end{aligned}
$$

we derive

$$
\begin{equation*}
m s^{\prime \prime}(t)=-m g \sin \theta(t)-\tau s^{\prime}(t) \tag{2.5}
\end{equation*}
$$

Since $\frac{s}{\theta}=\frac{2 \pi l}{2 \pi}$, we get $s=l \theta$. Hence Eq. (2.5) becomes

$$
\begin{equation*}
m l \theta^{\prime \prime}(t)=-m g \sin \theta(t)-\tau l \theta^{\prime}(t) \tag{2.6}
\end{equation*}
$$

Simplifying, we get the motion of a simple pendulum, given by the following differential equation,

$$
\begin{equation*}
\theta^{\prime \prime}(t)+k \theta^{\prime}(t)+q \sin \theta(t)=0 \tag{2.7}
\end{equation*}
$$

where $k \geq 0, q>0$ are constants, with $k$ related to a damping term, and $\theta(t)$ measures the angle formed by the pendulum and the vertical downward position.

In general, for the equations in physics governed by Newton's second law of motion, such as the motions concerning oscillations, the following type of second-order differential equations

$$
\begin{equation*}
x^{\prime \prime}+f\left(t, x, x^{\prime}\right) x^{\prime}+g(x)=p(t) \tag{2.8}
\end{equation*}
$$

are subjects of intensive studies. Here, $f$ usually represents a damping or friction term, such as $k$ in Eq. (2.7); $g$ represents a restoring force, such as $q \sin \theta(t)$ in Eq. (2.7); and $p$ is an externally applied force.

Eq. (2.8) includes the famous Lienard-type equations

$$
\begin{equation*}
x^{\prime \prime}+f(x) x^{\prime}+g(x)=0 \tag{2.9}
\end{equation*}
$$

where $x g(x)>0$ if $x \neq 0$, which includes the well-known van der Pol equation

$$
\begin{equation*}
x^{\prime \prime}+\left(x^{2}-1\right) x^{\prime}+x=0 \tag{2.10}
\end{equation*}
$$

named after Lienard [1928] and van der Pol [1927] for their important contributions in the analysis of the equations and their applications concerning sustained oscillations, the modeling of the voltage in a triode circuit and also the human heartbeat.

In Examples 1.2.1-1.2.4, the unknown function $x$ appears nonlinearly, such as $x^{2}$ and $\sin (t x)$, thus those differential equations are called nonlinear differential equations. Certain nonlinear differential equations can be solved analytically, meaning that the formulas for solutions can be derived analytically. For example, the logistic equation in Example 1.2 .1 can be solved analytically by rewriting the equation as

$$
\frac{x^{\prime}}{a x[C-x]}=1, \quad([C-x] x \neq 0)
$$

then, using separation of variables and partial fractions, one obtains (see an exercise)

$$
\begin{equation*}
x(t)=\frac{C x_{0}}{x_{0}+\left[C-x_{0}\right] e^{-a C\left(t-t_{0}\right)}}, \quad t \geq t_{0} \tag{2.11}
\end{equation*}
$$

However, most nonlinear differential equations, such as those in Examples 1.2.2-1.2.4, cannot be solved analytically, that is, no formulas for solutions are available. (Try it to see why.)

Now, the question is: What do we do for general nonlinear differential equations? It is true that in most applications, differential equations are handled by numerical approximations with the help of powerful computers, and evidently courses in numerical methods are very popular nowadays. Students who have taken such courses may want to use numerical approximation methods to approximate solutions of nonlinear differential equations they cannot solve analytically.

But wait a minute and think about this: If we do not even know that a solution exists in the first place, then what are we approximating? Another question to ask is: Suppose an approximation gives one solution, and we then use a different way to make an approximation, are we sure that we will get the same solution? If we don't get the same solution, then which solution do we want to use in order to explain the physical situation that we are modeling using the differential equation?

A further question to consider is that to determine some asymptotic properties (properties of solutions for large time variable $t$ ), even though numerical solutions can be carried out to suggest certain properties, they are obtained through discretization on finite intervals. They reveal certain properties that are only valid for the limited numerical solutions on finite intervals and, therefore, cannot be used to prove the properties on the whole interval of all solutions of the original differential equations.

These questions and remarks give the reason why, besides learning some numerical methods, we also need a theory on qualitatively analyzing differential equations, that is, deriving certain properties qualitatively without solving differential equations analytically or numerically.

### 1.3 Description and Terminology

To get some basic idea of what do we mean by qualitative analysis or qualitative theory, let's look at the following analysis of the logistic equation (2.1).

Look at Figure 1.10. We see that $f(x)=a x[C-x]=0$ has two roots: $x=0$ and $x=C$. Now, define $x_{1}(t)=0, x_{2}(t)=C, t \geq t_{0}$, then $x_{1}(t)$ and $x_{2}(t)$ are both constant solutions of Eq. (2.1) (with their corresponding initial values). Since $x_{1}$ and $x_{2}$ are constants, or will "stay put" for all $t \geq t_{0}$, they are also called steady solutions, critical points, or equilibrium points.

Furthermore, assume $x(t)>0$ is another solution (we need $x \geq 0$ to represent the population). Then we have $x^{\prime}=a x[C-x]>0$ if $0<x<C$; and $x^{\prime}=a x[C-x]<0$ if $x>C$. Therefore, on the $x$-axis, the solutions with initial values in $(0, C)$ will "flow" monotonously to $C$ from the lefthand side of $C$ as $t$ increases; and solutions with initial values bigger than $C$ will flow monotonously to $C$ from the right-hand side of $C$ as $t$ increases, see Figure 1.12. (Think of a basketball that is rolling on the ground.)

Accordingly, we have the picture in Figure 1.13, which tells us very roughly what the solutions should look like.

The concavity in Figure 1.13 is determined based on the increasing or decreasing of $x^{\prime}(t)$. For example, when $0<x(t)<\frac{C}{2}, x(t)$ increases as $t$ increases (because in Figure 1.12, $x$ moves to the right on the $x$-axis when $0<x<C)$; hence, $x^{\prime}(t)=a x(t)[C-x(t)]$ increases in $t$ (because now $f(x)=a x[C-x]$ increases in Figure 1.12), thus the function $x(t)$ is concave up. When $\frac{C}{2}<x(t)<C, x(t)$ increases in $t$; hence, $x^{\prime}(t)=a x(t)[C-$


Figure 1.12: Flows of the solutions of a logistic equation on the $x$-axis
$x(t)]$ decreases in $t$ (because now $f(x)=a x[C-x]$ decreases), therefore the function $x(t)$ is concave down. The case for $x(t)>C$ can also be determined similarly, (see an exercise).

Of course, in this special case, Eq. (2.1) can be solved and the formula (2.11) for the solutions can be used to check these properties. But we do want to point out that it is much easier to determine the concavity of the solutions from Figure 1.12 than by looking at the formula (2.11). To see why, you should take the second derivative of $x(t)$ given in (2.11) and then see how difficult it is to determine its signs, (see an exercise).

In Figure 1.12, $x_{1}(t)=0$ "sends other solutions away," hence it is called a repeller or source, or we say that the critical point (or the constant solution) $x_{1}=0$ is unstable. However, $x_{2}(t)=C$ attracts other solutions, thus it is called a sink or an attractor, or we say that the critical point (or the constant solution) $x_{2}=C$ is stable. Articles can be found, for example, in Krebs [1972] and Murray [1989], indicating that the logistic equation (2.1) provides a good match for the experiments done with colonies of bacteria, yeast, or other simple organisms in conditions of constant food supply, climate, and with no predators. However, results of experiments done with fruit flies, flour beetles, and other organisms that have complex life cycles are more complex and do not match well with the logistic equation, because other facts are involved, including age structure and the time-delay effect.

In the above, we derived certain properties, including stabilities, of the solutions of the logistic equation (2.1) without solving it. These properties are called qualitative properties because they only tell us the certain ten-


Figure 1.13: A rough sketch of the solutions of a logistic equation according to the flows
dency of how the solutions will behave, and no quantitative information is given. However, in many applications in sciences, the qualitative properties of the equations are the only things we care about, especially when analytical solutions are not available. Therefore, it is very valuable to learn some qualitative analysis of differential equations, as it adds to your knowledge of the subject and helps you get well equipped with tools useful in your applications of differential equations in your future studies and careers.

The first qualitative property we will study is existence and uniqueness theory. This can be used to verify that some differential equations have solutions and these solutions are uniquely determined without solving the differential equations analytically. This theory will also provide a foundation for numerical approximation methods. Based on existence and uniqueness of solutions, we will study other qualitative properties in this book, such as bifurcation, chaos, stability, boundedness, and periodicity, as we explain in the following.

Example 1.3.1 (Euler's buckling beam) A famous example in physics used to introduce the notion of bifurcation is Euler's buckling beam studied by Euler [1744]. If a small weight is placed on the top of a beam shown in Figure 1.14, then the beam can support the weight and stay vertical. When the weight increases a little, the position of the beam will change a


Figure 1.14: Euler's buckling beam
little and remain nearly vertical. Accordingly, this change in position of the beam is called a quantitative change. However, if you keep increasing the weight, then there will be a moment that the beam cannot take it any more and will buckle, or there is a critical value such that when the weight increases beyond that value the beam will buckle, see Figure 1.14.

Now, the difference is that the beam had undergone a qualitative change: from nearly vertical to a buckling position. And with some symmetry assumption, the beam can buckle in all directions.

Therefore, we find that for some systems, when some parameters, such as the weight here, are varied and pass some critical values, the systems may experience some abrupt changes, or undergo some qualitative changes. These qualitative changes are generally called bifurcations, and the parameter values at which bifurcations occur are called bifurcation points or bifurcation values. Euler's buckling beam will be analyzed in some detail in Chapter 6 (Bifurcation), where a differential equation describing the motion of the beam will be given, and the bifurcation value, called Euler's first buckling load, will be calculated.

Let's look at one more example, which can also explain why the word "bifurcation" is used.

Example 1.3.2 Consider the scalar differential equation

$$
\begin{equation*}
x^{\prime}=\mu-x^{2}, \tag{3.1}
\end{equation*}
$$

where $\mu \in \Re$ is a parameter. If $\mu<0$, then Eq. (3.1) has no critical point (that is, $x^{\prime}=\mu-x^{2}=0$ has no solution), or the curve $y=\mu-x^{2}$ will not intersect the $x$-axis, see Figure 1.15.


Figure 1.15: Graph of $y=\mu-x^{2}$ and the critical points of $x^{\prime}=\mu-x^{2}$

When $\mu$ increases to 0 from below, the graph of $y=\mu-x^{2}$ moves up and intersects the $x$-axis when $\mu=0$, in which case, one critical point appears at $x=0$. If $\mu$ continues to increase, then $\mu>0$ and hence the graph of $y=\mu-x^{2}$ will cross the $x$-axis and then two critical points appear at

$$
\begin{equation*}
x=\sqrt{\mu} \quad \text { and } \quad x=-\sqrt{\mu} . \tag{3.2}
\end{equation*}
$$

Now, if we treat $\mu$ as the independent variable and treat the corresponding critical point $x$ (if any) as a function of $\mu$, and graph those functions in one $(\mu, x)$ plane, then we get Figure 1.16, from which we find that for $\mu<0$, there is no critical point (or function $x(\mu)$ is not defined for $\mu<0$ ); however, when $\mu$ increases and passes 0 , then suddenly, two branches of critical points appear according to $x=\sqrt{\mu}$ and $x=-\sqrt{\mu}$, or a "bi"-furcation takes place. This explains why the word "bifurcation" is used. In Eq. (3.1), the total number of critical points is also a qualitative property of the system, therefore, when the parameter $\mu$ is varied and passes 0 , the system undergoes a qualitative change: the number of critical points changes from 0 to 2 . Thus, we say that for Eq. (3.1), when the parameter $\mu$ is varied, a bifurcation occurs at the bifurcation value $\mu=0$.

Example 1.3.3 Let $x_{0}$ be any fixed number in $[0,1]$ and consider a recursion relation

$$
x_{1}=r \sin \pi x_{0}, x_{2}=r \sin \pi x_{1}, \cdots, x_{m+1}=r \sin \pi x_{m}, \quad m=0,1,2, \cdots
$$

where $r \in[0,1]$ is regarded as a parameter. Let's do it with $x_{0}=0.5, r=0.6$,


Figure 1.16: The branching of two sets of critical points determined by $x= \pm \sqrt{\mu}$, or a bifurcation takes place
and use a software called Maple, then the code
$\mathrm{x}[0]:=0.5$;
for i from 1 by 1 to 100 do
$\mathrm{x}[\mathrm{i}]:=\operatorname{evalf}\left(0.6^{*} \sin \left(\mathrm{Pi}^{*} \mathrm{x}[\mathrm{i}-1]\right)\right)$;
od;
gives the following result (note that we use $x[m]$ for $x_{m}$ because it is what you will see in Maple).
$\mathrm{x}[1]=.6, \mathrm{x}[2]=.570633, \mathrm{x}[3]=.585288, \mathrm{x}[4]=.578590, \mathrm{x}[5]=.581804$,
$\mathrm{x}[6]=.580294, \mathrm{x}[7]=.581011, \mathrm{x}[8]=.580672, \mathrm{x}[9]=.580833, \mathrm{x}[10]=$ $.580757, \mathrm{x}[11]=.580793, \mathrm{x}[12]=.580776, \mathrm{x}[13]=.580784, \mathrm{x}[14]=.580780$, $\mathrm{x}[15]=.580782, \mathrm{x}[16]=.580781, \mathrm{x}[17]=.580781, \mathrm{x}[18]=.580781, \mathrm{x}[19]=$ $.580781, \mathrm{x}[20]=.580781, \cdots \cdots$
$\mathrm{x}[81]=.580781, \mathrm{x}[82]=.580781, \mathrm{x}[83]=.580781, \mathrm{x}[84]=.580781, \mathrm{x}[85]=$ $.580781, \mathrm{x}[86]=.580781, \mathrm{x}[87]=.580781, \mathrm{x}[88]=.580781, \mathrm{x}[89]=.580781$, $\mathrm{x}[90]=.580781, \mathrm{x}[91]=.580781, \mathrm{x}[92]=.580781, \mathrm{x}[93]=.580781, \mathrm{x}[94]=$ $.580781, \mathrm{x}[95]=.580781, \mathrm{x}[96]=.580781, \mathrm{x}[97]=.580781, \mathrm{x}[98]=.580781$, $\mathrm{x}[99]=.580781, \mathrm{x}[100]=.580781$.

Accordingly, we find that

$$
x_{m} \rightarrow .580781 \quad \text { as } \quad m \rightarrow \infty
$$

Or you can imagine that when you say "Order!" the numbers $x_{m}$ will listen to you and order themselves to approach .580781 .

Next, let's still use $x_{0}=0.5$ but replace $r=0.6$ with $r=0.77$ in the above code, then we get
$\mathrm{x}[1]=.77, \mathrm{x}[2]=.509210, \mathrm{x}[3]=.769677, \mathrm{x}[4]=.509794, \mathrm{x}[5]=.769635$, $\mathrm{x}[6]=.509871, \mathrm{x}[7]=.769629, \mathrm{x}[8]=.509881, \mathrm{x}[9]=.769628, \mathrm{x}[10]=$ $.509882, \mathrm{x}[11]=.769628, \mathrm{x}[12]=.509883, \mathrm{x}[13]=.769628, \mathrm{x}[14]=.509883$, $\mathrm{x}[15]=.769628, \mathrm{x}[16]=.509883, \mathrm{x}[17]=.769628, \mathrm{x}[18]=.509883, \mathrm{x}[19]=$ $.769628, \mathrm{x}[20]=.509883, \cdots \cdots$
$\mathrm{x}[81]=.769628, \mathrm{x}[82]=.509883, \mathrm{x}[83]=.769628, \mathrm{x}[84]=.509883, \mathrm{x}[85]=$ $.769628, \mathrm{x}[86]=.509883, \mathrm{x}[87]=.769628, \mathrm{x}[88]=.509883, \mathrm{x}[89]=.769628$, $\mathrm{x}[90]=.509883, \mathrm{x}[91]=.769628, \mathrm{x}[92]=.509883, \mathrm{x}[93]=.769628, \mathrm{x}[94]=$ $.509883, \mathrm{x}[95]=.769628, \mathrm{x}[96]=.509883, \mathrm{x}[97]=.769628, \mathrm{x}[98]=.509883$, $\mathrm{x}[99]=.769628, \mathrm{x}[100]=.509883$.

In this case, the numbers $x_{m}$ will "pile up" at the two values
$\{.509883, .769628\}$,
or the sequence $\left\{x_{m}\right\}$ repeats each of the two values after every two iterations, in which case the set of the two values $\{.509883, .769628\}$ looks like a "cycle" with period 2 .

Finally, let $x_{0}=0.5$ and $r=0.9$, then we get
$\mathrm{x}[1]=.9, \mathrm{x}[2]=.278115, \mathrm{x}[3]=.690053, \mathrm{x}[4]=.744288, \mathrm{x}[5]=.647712$,
$\mathrm{x}[6]=.804821, \mathrm{x}[7]=.517917, \mathrm{x}[8]=.898574, \mathrm{x}[9]=.281945, \mathrm{x}[10]=$ $.696955, \mathrm{x}[11]=.733141, \mathrm{x}[12]=.669193, \mathrm{x}[13]=.775825, \mathrm{x}[14]=.582725$, $\mathrm{x}[15]=.869776, \mathrm{x}[16]=.358013, \mathrm{x}[17]=.811936, \mathrm{x}[18]=.501337, \mathrm{x}[19]=$ $.899992, \mathrm{x}[20]=.278136$
$\mathrm{x}[81]=.899132, \mathrm{x}[82]=.280447, \mathrm{x}[83]=.694267, \mathrm{x}[84]=.737523, \mathrm{x}[85]=$ $.660844, \mathrm{x}[86]=.787522, \mathrm{x}[87]=.557134, \mathrm{x}[88]=.885540, \mathrm{x}[89]=.316696$, $\mathrm{x}[90]=.754849, \mathrm{x}[91]=.626626, \mathrm{x}[92]=.829721, \mathrm{x}[93]=.458815, \mathrm{x}[94]=$ $.892477, \mathrm{x}[95]=.298264, \mathrm{x}[96]=.725220, \mathrm{x}[97]=.683961, \mathrm{x}[98]=.753835$, $\mathrm{x}[99]=.628681, \mathrm{x}[100]=.827452$.

Now, the placement of those numbers are so complex and unpredictable that no matter how loud you shout "Order!!" nobody will listen! So you may want to say "It is chaotic!" If you do, then you are right, because that is exactly the word we are going to use to describe the situation. Of course, you
probably want to ask "what does this have to do with differential equations?" We will explain in Chapter 7 that the recursion relation $x_{m+1}=r \sin \pi x_{m}$, or in general $x_{m+1}=f\left(x_{m}\right)$, defines a "difference equation," or a "map," which is a discrete-time version of a differential equation.

Example 1.3.3 indicates that for some differential equations, the behavior of solutions are very complicated and showing "no orders," therefore, they are generally described as chaos. Think about how strange things are in Example 1.3.3 because the maps $x_{m+1}=0.6 \sin \pi x_{m}, x_{m+1}=0.77 \sin \pi x_{m}$, and $x_{m+1}=0.9 \sin \pi x_{m}$ look "almost the same," so how could the small difference in the coefficients of $0.6,0.77$, and 0.9 make the sequences $\left\{x_{m}\right\}$ of the iterations behave so differently? This is, in fact, the key to understand bifurcation and chaos: When parameters are different, the corresponding systems could behave completely differently.

Besides the above discrete maps, solutions of continuous systems (that is, differential equations) can also be chaotic. Especially for differential equations in $\Re^{n}, n \geq 3$, solutions are moving in space and could get twisted and twisted and become complex and strange. A famous equation is given by the Lorenz system,

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=10(y-x)  \tag{3.3}\\
\frac{d y}{d t}=28 x-y-x z \\
\frac{d z}{d t}=x y-(8 / 3) z
\end{array}\right.
$$

in a milestone paper of Lorenz [1963] (in fact, the paper was reprinted in SPIE Milestone Series, 1994). The system was used to model the weather forecast (see Chapter 7 for some details). Despite of its innocuous looks, the numerical experiments of Lorenz [1963] showed that the solutions of Eq. (3.3) behave in a very complex and strange fashion. For example, the $(x, z)$ plane projection of a three-dimensional solution of the Lorenz system is given in Figure 1.17.

The solution in Figure 1.17 does not intersect itself in $\Re^{3}$, so the crossings in Figure 1.17 are the result of projection in $\Re^{2}$. Here, the solution will cruise a few circuits on one side, then suddenly moves to the other side and cruises a few circuits, and then suddenly moves back ... This process will continue forever, such that the solution will wind around the two sides infinitely many times without ever settling down. The solution also moves around the two sides in an unpredictable fashion. Lorenz showed with numerical experiments that the system (3.3) has an attractor whose properties are so strange and


Figure 1.17: The $(x, z)$ plane projection of a three-dimensional solution of the Lorenz system (3.3)
complex that it is called a strange attractor, a very important subject in the study of chaos.

However, we also need to point out that solutions of differential equations in $\Re^{2}$ do behave in an "orderly" or "predictable" fashion, due to another milestone result: the Poincaré-Bendixson theorem in $\Re^{2}$, to be studied in Chapter 8.

For the subject on stability, let's look at the following examples.

Example 1.3.4 Consider the scalar differential equation $x^{\prime}(t)=0, x\left(t_{0}\right)=$ $x_{0}$. The solution is given by $x(t)=x_{0}, t \geq t_{0}$, see Figure 1.18.

In particular, $\phi(t)=0, t \geq 0$, is a solution (with the initial value being zero). Now, for any $t_{0} \geq 0$ and any other initial value $x_{0}$ that is close to $\phi$, the corresponding solution $x(t)=x_{0}$ will stay close to $\phi$ for $t \geq t_{0}$.

According to the situation in Example 1.3.4, we say that the solution $\phi$ is stable, which we define as follows for a general solution $\phi$ that may be nonzero:


Figure 1.18: Solutions of $x^{\prime}(t)=0$ concerning stability

A solution $\phi$ defined on $\left[t_{\phi}, \infty\right)$ is said to be stable if for any $\varepsilon>0$ and any $t_{0} \geq t_{\phi}$, there exists a $\delta=\delta\left(\varepsilon, t_{0}\right)>0\left(\delta\left(\varepsilon, t_{0}\right)\right.$ means $\delta$ is determined by $\varepsilon$ and $t_{0}$; typically $\delta \leq \varepsilon$ ), such that if the initial value $x_{0}$ satisfies $\mid x_{0}-$ $\phi\left(t_{0}\right) \mid \leq \delta$, then the corresponding solution $x(t)$ starting from $t_{0}$ satisfies $|x(t)-\phi(t)| \leq \varepsilon$ for $t \geq t_{0}$. See Figure 1.19.


Figure 1.19: Definition of a stable solution $\phi$

In physics applications, a solution $\phi$ may represent certain behavior or property of some physical experiment, and $x_{0}$ may be the initial measurement of certain quantity. For example, in some experiment, we need to put one gallon of acid initially to create a certain reaction, which inevitably involves some errors in measurements or approximations. That is, in applications, real data always have some inherent uncertainty, and initial values taken from real data are never known precisely. Now, $\phi$ being stable means that the corresponding behavior or property is stable in the sense that a small change in initial measurement will result in a small change in the behavior or property for future time. This idea can be seen further in the following example.

Example 1.3.5 Consider again the motion of a simple pendulum given by

$$
\begin{equation*}
\theta^{\prime \prime}(t)+k \theta^{\prime}(t)+q \sin \theta(t)=0, \quad t \geq t_{0} \tag{3.4}
\end{equation*}
$$

where $k \geq 0, q>0$ are constants, with $k$ related to a damping term. If we place this pendulum in honey or any viscous fluid, and if the inertia term (related to $\theta^{\prime \prime}$ ) is relatively small compared to the strong damping (related to $k \theta^{\prime}$ ) of the viscous fluid, and if the angle $\theta(t)$ is also small, then we can neglect the $\theta^{\prime \prime}(t)$ term and approximate $\sin \theta$ with $\theta$ and then consider the differential equation

$$
\begin{equation*}
\theta^{\prime}(t)=-\left(\frac{q}{k}\right) \theta(t), \quad t \geq t_{0}, \tag{3.5}
\end{equation*}
$$

where we have assumed $k>0$ since a damping exists. The solution of Eq. (3.5) is given by

$$
\theta(t)=\theta_{0} e^{-\frac{q}{k}\left(t-t_{0}\right)}, \quad t \geq t_{0}
$$

and we have

$$
\lim _{t \rightarrow \infty} \theta(t)=\lim _{t \rightarrow \infty} \theta_{0} e^{-\frac{q}{k}\left(t-t_{0}\right)}=0
$$

Now, the interpretation in physics is that $\phi(t)=0$ is a solution corresponding to the steady state (downward vertical position), if the pendulum is moved slightly from the downward vertical position, then, due to the strong damping of the medium, the pendulum tends to the downward vertical position but will not cross the downward vertical position, that is, no oscillations will occur. See Figure 1.20.

That is, in this case, for any initial value $\theta_{0}$ that is close to $\phi=0$, the corresponding solution $\theta(t)=\theta_{0} e^{-\frac{q}{k}\left(t-t_{0}\right)}$ will not only stay close to $\phi$ for $t \geq t_{0}$, but we also have $\lim _{t \rightarrow \infty} \theta(t)=\lim _{t \rightarrow \infty} \theta_{0} e^{-\frac{q}{k}\left(t-t_{0}\right)}=0=\phi$, or

$$
\begin{equation*}
\lim _{t \rightarrow \infty}|\theta(t)-\phi(t)|=0 . \tag{3.6}
\end{equation*}
$$



Figure 1.20: The motion of a pendulum going back to the downward vertical position without oscillations

In this sense, we say that for Eq. (3.5) of Example 1.3.5, the solution $\phi$ attracts other solutions, or the solution $\phi$ is asymptotically stable, see Figure 1.21.


Figure 1.21: The solution $\phi=0$ is asymptotically stable

A solution $\phi$ being asymptotically stable means, roughly, that $\phi$ is stable, and in addition, one has

$$
\lim _{t \rightarrow \infty}|x(t)-\phi(t)|=0,
$$

where $x$ is any solution whose initial value is close to $\phi$. Evidently, $\phi=0$ in

Example 1.3.4 is stable but not asymptotically stable, because solutions are given by constants there.

Example 1.3.6 Consider the scalar differential equation $x^{\prime}(t)=3 x(t)$, $x(0)=x_{0}$. The solution is given by $x(t)=x_{0} e^{3 t}, t \geq 0$, see Figure 1.22.


Figure 1.22: Solutions of $x^{\prime}(t)=3 x(t)$ concerning instability

Now, we also have $\phi(t)=0$ as a solution. For any other initial value $x_{0} \neq 0$, no matter how close it is to $\phi$, the corresponding solution $x(t)=x_{0} e^{3 t}$ will not stay close to $\phi$ for $t \geq 0$. In this sense, we say that the solution $\phi$ is unstable. For example, $\phi=0$ in the logistic equation (2.1) is unstable.

Next, we examine boundedness properties. In Example 1.3.4, where the solutions are given by $x(t)=x_{0}, t \geq t_{0}$, if we specify a range $B_{1}$ first (that is, let $B_{1}>0$ ), then we are able to find a bound $B_{2}>0$ (typically $B_{2} \geq B_{1}$ ) such that when an initial value $x_{0}$ is in the range of $B_{1}$ (that is, $\left|x_{0}\right| \leq B_{1}$ ), then we can use $B_{2}$ to bound or control the corresponding solution for $t \geq t_{0}$. In fact, in this case, we can take $B_{2}=B_{1}$, such that for the solution $x(t)=x_{0}, t \geq t_{0}$,

$$
\left|x_{0}\right| \leq B_{1} \quad \text { implies } \quad|x(t)|=\left|x_{0}\right| \leq B_{1}=B_{2}, \quad t \geq t_{0}
$$

Accordingly, we say that in Example 1.3.4, the solutions are uniformly bounded, which is defined as (see Figure 1.23):

The solutions of a differential equation are said to be uniformly bounded if for any $B_{1}>0$, there exists a $B_{2}>0$ such that if an initial value $\left|x_{0}\right| \leq B_{1}$, then the corresponding solution starting from $t_{0}$ satisfies $|x(t)| \leq B_{2}$ for $t \geq t_{0}$.


Figure 1.23: The solutions are uniformly bounded

The solutions of Eq. (3.5) in Example 1.3.5 are also uniformly bounded, but the solutions in Example 1.3.6 are not uniformly bounded.

Next, let's consider a related concept. We prescribe a bound $B$ to begin with, and allow the initial value $x_{0}$ (at time $t_{0}$ ) to be in a range $B_{1}$ that is arbitrary, say, maybe $B_{1}>B$. Now, in general, $B$ cannot be used to bound the corresponding solution for $t \geq t_{0}$, because when $B_{1}>B, B$ cannot even be used to bound the initial value $x_{0}$ for which $\left|x_{0}\right|=B_{1}>B$, see Figure 1.24 .

Thus, it only makes sense to require that $B$ can be used to bound the corresponding solution when $t$ is large, say for example, when $t \geq t_{0}+T$, where $T>0$ is a constant, see Figure 1.25.

The requirement that "solutions be bounded by $B$ when $t$ is large" cannot be met by the solutions in Example 1.3.4, because the solution is given by $x(t)=x_{0}$ there, thus when $\left|x_{0}\right|=B_{1}>B$, one has $|x(t)|=\left|x_{0}\right|=B_{1}>$ $B, t \geq t_{0}$. But this requirement can be met by the solutions of Eq. (3.5) in Example 1.3.5, because the solution is given by $x(t)=x_{0} e^{-\frac{q}{k}\left(t-t_{0}\right)}$ there, thus when $\left|x_{0}\right| \leq B_{1}$,

$$
|x(t)|=\left|x_{0} e^{-\frac{q}{k}\left(t-t_{0}\right)}\right| \leq B_{1} e^{-\frac{q}{k}\left(t-t_{0}\right)} \leq B, \quad t \geq t_{0}+T
$$



Figure 1.24: $B$ cannot be used to bound the solutions on $\left[t_{0}, \infty\right)$
is true if we solve $T>0$ in such a way that if $B_{1} \leq B$, then let $T=1$ (or any positive number); if $B_{1}>B$, then solve $T$ from $B_{1} e^{-\frac{q}{k} T}=B$ and obtain $T=-\frac{k}{q} \ln \frac{B}{B_{1}}>0$.

Accordingly, we say that for Eq. (3.5) in Example 1.3.5, the solutions are uniformly ultimately bounded, which is defined as:

The solutions of a differential equation are said to be uniformly ultimately bounded if there is an (independent or generic) constant $B>0$ such that for any $B_{1}>0$, there exists a $T>0$ such that if an initial value $\left|x_{0}\right| \leq B_{1}$, then the corresponding solution starting from $t_{0}$ satisfies $|x(t)| \leq B$ for $t \geq t_{0}+T$. (See Figure 1.25.)

Therefore, the solutions in Example 1.3.4 and Example 1.3.6 are not uniformly ultimately bounded.

Notice the difference between uniform boundedness and uniform ultimate boundedness. In uniform boundedness, the bound $B_{2}$ can be chosen later after the initial range $B_{1}$ is fixed. However, in uniform ultimate boundedness, the bound $B$ is fixed first, and the initial range $B_{1}$ can be chosen arbitrarily later and, of course, can be bigger than $B$, therefore, $B$ may be used to bound the solutions only when $t$ is large.

For the study of periodic solutions, consider the following examples.
Example 1.3.7 Consider the scalar differential equation

$$
\begin{equation*}
x^{\prime \prime}(t)+x(t)=0 . \tag{3.7}
\end{equation*}
$$



Figure 1.25: $B$ may be used to bound the solutions on $\left[t_{0}+T, \infty\right)$ for a large $T$

We find that $x(t)=\sin t$ is a solution. Now,

$$
x(t+2 \pi)=x(t)
$$

Thus we say that Eq. (3.7) has a periodic solution of period $2 \pi$.
Example 1.3.8 For the scalar differential equation $x^{\prime}(t)=4$, the solutions are straight lines with slope 4 , hence the equation has no periodic solution. In general, let's consider the scalar differential equation

$$
\begin{equation*}
x^{\prime}=f(x) \tag{3.8}
\end{equation*}
$$

where $f$ is a continuous function in $x$. If $f(x)>0($ or $f(x)<0)$ for all $x$, then any solution $x(t)$ (if exists) is strictly increasing (or decreasing) in $t$, thus Eq. (3.8) has no periodic solutions. If $f(x)=0$ has some real roots, for example, when the curve of $f(x)$ is given in Figure 1.26, then $x_{1}(t)=\alpha$ and $x_{2}(t)=\beta, t \geq t_{0}$, are two constant solutions, hence they are periodic solutions (with periods being any positive numbers). Now, $x_{1}$ and $x_{2}$ are the only periodic solutions of Eq. (3.8). Because, for example, if the initial value of a solution is from $(\alpha, \beta)$, then, similar to the analysis of the logistic equation (2.1), the solution will flow toward the critical point $\beta$ and will never come back to where it started, thus it cannot be periodic.

This geometric interpretation matches well with some experiments in physics. For example, consider Example 1.3 .5 where a pendulum is placed


Figure 1.26: The graph of $f(x)$ showing no periodic solutions other than the constant solutions
in honey or any viscous fluid and the motion of the pendulum is approximated by the first-order differential equation (3.5), which is governed by Eq. (3.8). We find in Example 1.3.5 that no oscillations can occur there, that is, nonconstant periodic solutions do not exist there.

The analysis of Eq. (3.8) indicates that when studying periodic solutions, other forms of differential equations should be considered. For example, differential equations in $\Re^{n}, n \geq 2$, may have periodic solutions because now a solution may follow a "circle" and comes back to where it started.

Now, we have introduced some qualitative properties concerning existence and uniqueness of solutions, bifurcation, chaos, stability, boundedness, and periodicity that we will study in this book. Next, we briefly describe how to derive these properties for some simple differential equations. This will help you get ready to the ideas and methods that we will use in the rest of the book for general differential equations.

Example 1.3.9 For existence and uniqueness of solutions, let's consider the scalar differential equation

$$
\begin{equation*}
x^{\prime}(t)=x(t), \quad x(0)=1, \quad t \geq 0 \tag{3.9}
\end{equation*}
$$

To get some idea of what to expect for general (nonlinear) differential equations, we define the right-hand side of Eq. (3.9) as $f(t, x)=x$, and consider the Picard approximations given by

$$
\left\{\begin{array}{l}
x_{0}(t)=x_{0}=1, \\
x_{1}(t)=x_{0}+\int_{0}^{t} f\left(s, x_{0}(s)\right) d s=1+\int_{0}^{t} x_{0}(s) d s=1+\int_{0}^{t} d s=1+t, \\
x_{2}(t)=x_{0}+\int_{0}^{t} f\left(s, x_{1}(s)\right) d s=1+\int_{0}^{t} x_{1}(s) d s=1+\int_{0}^{t}(1+s) d s, \\
\cdots \\
x_{n}(t)=x_{0}+\int_{0}^{t} f\left(s, x_{n-1}(s)\right) d s .
\end{array}\right.
$$

Now, an induction shows that

$$
x_{n}(t)=1+t+\frac{t^{2}}{2}+\cdots+\frac{t^{n}}{n!},
$$

consequently, we have

$$
\lim _{n \rightarrow \infty} x_{n}(t)=e^{t},
$$

and we can take a derivative to check that $e^{t}$ is really a solution of Eq. (3.9).

Thus, for a general differential equation, we will use the Picard approximations to define a sequence of functions on a certain interval. Then, we verify, under some conditions this sequence converges to a function that gives rise to a solution of the equation.

For bifurcations, we will demonstrate, using examples and geometrical analysis, that under certain circumstances, the implicit function theorem fails to apply, thus singularities may exist and some qualitative properties of solutions may change abruptly when some parameters are varied, such as the creation and disappearance of critical points, or the exchange of stabilities of critical points.

For chaos, we will look at the discrete maps and the Lorenz system, and discuss their qualitative property changes, such as the period-doubling bifurcation cascades and their routes to chaos.

For stability and boundedness, if the differential equations are linear, then the structure of solutions using the semigroup and evolution system properties, as given by the variation of parameters formulas (1.12) and (1.14), can be used to derive the properties. When eigenvalues are available, they can be used directly to derive the properties. For example, in Example 1.3.4, the eigenvalue is 0 , thus $\phi=0$ is stable but not asymptotically stable; in Eq. (3.5) of Example 1.3.5, the eigenvalue is $-\frac{q}{k}<0$, thus $\phi=0$ is asymptotically stable; and the eigenvalue in Example 1.3 .6 is $3>0$, thus $\phi=0$ is unstable.

Otherwise, for general nonlinear differential equations, to determine the stability properties of a solution $\phi$ (maybe nonzero in general), we define a
function $V$ (called a Liapunov function) that is related to the distance between another solution and the solution $\phi$. (Typically, we make a transformation, after which $\phi$ is regarded as the zero solution.) Then we take a derivative (in time $t$ ) of $V$ by plugging in the differential equation and argue, with certain conditions, that the derivative is $V^{\prime} \leq 0$. This indicates that the distance of another solution and $\phi$ is decreasing, which may reveal the desired properties.

In fact, this idea is already used in the analysis of the logistic equation (2.1). For example, for the critical point $\phi=C$ there, when $x(t)>C$, the distance of $x(t)$ and $\phi$ is $V=x(t)-C$. Now $\frac{d}{d t} V=x^{\prime}(t)=a x[C-x]<0$, thus $x(t)$ flows to $\phi=C$ from the right-hand side. When $0<x(t)<C$, the distance of $x(t)$ and $\phi$ is $V=C-x(t)$. Now $\frac{d}{d t} V=-x^{\prime}(t)=-a x[C-x]<0$, thus $x(t)$ flows to $\phi=C$ from the left-hand side. Therefore, the distance of $x(t)$ and $\phi=C$ is always decreasing and hence $\phi=C$ is stable, which is already obtained. As for the critical point $\phi=0$ there, the distance of $x(t)>0$ and $\phi$ is $V=x(t)$. Now, $\frac{d}{d t} V=x^{\prime}(t)=a x[C-x]>0$ for $x(t) \in(0, C)$, thus the distance of $x(t)$ and $\phi=0$ is increasing and hence $\phi=0$ is unstable, which is also already obtained.

To further demonstrate this idea, let's look at the following example.

Example 1.3.10 Consider the scalar differential equation

$$
\begin{equation*}
x^{\prime}(t)=-t^{2} x^{3}(t), \quad t \geq 0 . \tag{3.10}
\end{equation*}
$$

Now, $\phi=0$ is a solution. To determine the stability of $\phi=0$, we define

$$
\begin{equation*}
V(t, x)=[x-0]^{2}=x^{2} . \tag{3.11}
\end{equation*}
$$

Let $x(t)$ be a solution of Eq. (3.10), then $V(t, x(t))=x^{2}(t)$, which is related to the distance of the solution $x(t)$ and $\phi=0$. Now, taking a derivative of $V(t, x(t))$ in $t$ and plugging in Eq. (3.10), we obtain

$$
\begin{align*}
\frac{d}{d t} V(t, x(t)) & =\frac{d}{d t} x^{2}(t)=2 x(t) x^{\prime}(t)=2 x(t)\left[-t^{2} x^{3}(t)\right] \\
& =-2 t^{2} x^{4}(t)<0, \quad \text { if } t>0, x(t) \neq 0 \tag{3.12}
\end{align*}
$$

Thus we expect that $|x(t)-\phi(t)|=|x(t)| \rightarrow 0$ as $t \rightarrow \infty$ (which in fact is true using the so-called Liapunov's method that we will introduce later).

In the analysis of the logistic equation (2.1) and Example 1.3.10, the key idea is that we can obtain certain results without solving the differential equations. Of course, in the special case of Example 1.3.10, we can actually solve Eq. (3.10) using separation of variables (see an exercise) and obtain that

$$
\begin{equation*}
x(t)=\frac{1}{\sqrt{\frac{2}{3} t^{3}+c}} \longrightarrow 0, \quad t \rightarrow \infty \tag{3.13}
\end{equation*}
$$

where $c$ is a positive constant.
This idea of deriving certain qualitative properties without solving the differential equations can also be found in applications in physics.

Example 1.3.11 Consider the scalar differential equation

$$
\begin{equation*}
u^{\prime \prime}+g(u)=0, \quad u=u(t) \in \Re, \tag{3.14}
\end{equation*}
$$

where $g$ is nonlinear, $g(0)=0$, and satisfies some other conditions. (Note that Eq. (2.7) of a simple pendulum is a special case of Eq. (3.14) when $k=0$, that is, damping is ignored.) Now, $u=0$ is a constant solution or an equilibrium. In physics, we can think of $g(u)$ as the restoring force acting on a particle at a displacement $u$ from the equilibrium $u=0$, and of $u^{\prime}$ as the velocity of the particle. Then the potential energy at a displacement $u$ from equilibrium is $\int_{0}^{u} g(s) d s$, and the kinetic energy is $\frac{1}{2}\left(u^{\prime}\right)^{2}$. Thus, the total energy is

$$
\begin{equation*}
V(t)=\frac{1}{2}\left[u^{\prime}(t)\right]^{2}+\int_{0}^{u(t)} g(s) d s . \tag{3.15}
\end{equation*}
$$

Now, the law of conservation of energy in physics indicates that $V(t)$ is a constant, or $\frac{d}{d t} V(t)=0$. Indeed, we have

$$
\begin{equation*}
\frac{d}{d t} V(t)=u^{\prime} u^{\prime \prime}+g(u) u^{\prime}=u^{\prime}\left[u^{\prime \prime}+g(u)\right]=0 . \tag{3.16}
\end{equation*}
$$

That is, without solving Eq. (3.14), we can define a function $V$ in (3.15) and obtain that the total energy of Eq. (3.14) is a constant, or $\frac{d}{d t} V(t)=0$. This shows the compelling connection of the method of using a Liapunov function in mathematics and the conservation of energy in physics. Later, we will verify that this $V$ function for Eq. (3.14) is related to the distance of the solution $u$ and the equilibrium $u=0$, thus some properties can be derived in this direction, and applications in physics can be carried out.

For periodicity, we see from Example 1.3.7 that Eq. (3.7) has a periodic solution of period $2 \pi$. Now, for a general differential equation, to find a periodic solution on interval $[0, \infty)$ of period, say for example $T>0$, we need a solution $x(t)$ such that

$$
x(t+T)=x(t), \quad t \geq 0
$$

In particular, when $t=0$, we need

$$
x(T)=x(0)
$$

Accordingly, we define a mapping $P$ such that if $x(t)$ is the unique solution corresponding to the initial value $x(0)=x_{0}$, then we let

$$
P\left(x_{0}\right)=x(T)
$$

see Figure 1.27.


Figure 1.27: The mapping $P: P\left(x_{0}\right)=x(T)$

Notice that if $P$ has a fixed point, that is, if there exists an $\bar{x}_{0}$ such that

$$
P\left(\bar{x}_{0}\right)=\bar{x}_{0},
$$

then we obtain, for the unique solution $x(t)$ with the initial value $x(0)=\bar{x}_{0}$,

$$
x(T)=P\left(\bar{x}_{0}\right)=\bar{x}_{0}=x(0)
$$

Based on this, other results can be used to verify that

$$
x(t+T)=x(t), \quad t \geq 0
$$



Figure 1.28: A $T$-periodic solution
therefore, $x(t)$ is a periodic solution of period $T$, see Figure 1.28.
Now, we have briefly described the qualitative properties that we will study in this book. We hope this will inspire your interest and curiosity enough to ask some questions, such as "are those concepts about stability and boundedness the same or what are their differences?" or "how could things like these be done for general nonlinear differential equations?" or even questions like "how bad could solutions of differential equations get?" In doing so, you will be motivated to study the following chapters.

Chapters $1-7$ are for upper level undergraduate students, thus we only present the proofs for those results and theorems where some elementary arguments using calculus and linear algebra can be produced. (Notice that the subject on Fixed Point Method in Chapter 2 is optional.) Thus the proofs are accessible and will give these students a chance to use their knowledge in calculus and linear algebra to solve some problems before completing their undergraduate study. For other results whose proofs are too complex and/or involve other subjects not covered here, we do not prove them; instead, we argue their plausibility using geometric and physical interpretation.

Of course, if there are time constraints, the following results can be mentioned without detailed proofs: in Chapter 2, the proofs concerning existence and existence without uniqueness of solutions, the dependence on parameters and the maximal interval of existence; in Chapter 3, differential equations with periodic coefficients and Floquet theory; in Chapter 5, the proofs concerning Liapunov's method; in chapters 6-7, certain proofs concerning bifurcation and chaos.

Chapters $8-12$, together with chapters $1-7$, are for beginning graduate
students. Therefore the treatment and proofs of some results are quite involved. Certain results and their analysis are closely related to current research in differential equations, (in fact, a few are taken from some recent research papers), thereby preparing you to access or even do some research in qualitative theory of differential equations.

One more thing we would like to point out is that chapters 6-12 are rather independent of each other and instructors may choose among them to best fit the last part of the course.

## Chapter 1 Exercises

1. Derive (1.10) for Example 1.1.2.
2. Solve the following differential equations.
(a) $x^{\prime}(t)=5 x(t), x(1)=4$.
(b) $x^{\prime}(t)=-4 x(t)+t, x(2)=5$.
(c) $x^{\prime}(t)=t x(t)+7 t, x(3)=6$.
(The integration techniques, such as integration by parts or by substitutions should be used to complete the answers.)
3. Consider

$$
x^{\prime}(t)=k(t) x(t)+f(t), \quad x\left(t_{0}\right)=x_{0},
$$

for some continuous functions $k(t)$ and $f(t)$.
(a) Solve the equation when $f=0$.
(b) Review the derivation of the variation of parameters formula by assuming that $C(t) e^{\int_{t_{0}}^{t} k(s) d s}$ is a solution and then find the formula for $C(t)$.
(c) Let

$$
x(t)=e^{\int_{t_{0}}^{t} k(s) d s}\left[x_{0}+\int_{t_{0}}^{t} e^{-\int_{t_{0}}^{s} k(h) d h} f(s) d s\right] .
$$

Find $x^{\prime}(t)$, and then verify that $x^{\prime}(t)=k(t) x(t)+f(t)$.
4. Show that
(a) $T(t)=e^{k t}$ satisfies the "semigroup property" (S1) and (S2).
(b) $U(t, s)=e^{\int_{s}^{t} k(h) d h}$ satisfies the "evolution system property" (E1) and (E2).
5. Draw the direction field for
(a) $x^{\prime}=t x$.
(b) $x^{\prime}=-x^{2}$.
(c) $x_{1}^{\prime}=x_{1}^{2}, x_{2}^{\prime}=x_{2}^{2}$.
(d) $x_{1}^{\prime}=t x_{1} x_{2}, x_{2}^{\prime}=-x_{2}^{2}$.
6. Sketch the function $f(x)=x^{2}+x-2$. Then sketch, on the $x$-axis, the flows of the solutions of $x^{\prime}=f(x)$. Finally sketch the solutions in the $(t, x)$-plane.
7. Consider the logistic equation in Example 1.2.1.
(a) Determine the concavity of the solution $x(t)$ when $x(t)>C$ by using Figure 1.12.
(b) Check that $x_{1}(t)=0, x_{2}(t)=C, t \geq 0$, are both constant solutions. Then solve for other solutions.
(c) For the solution given by (2.11), determine the concavity by using the second derivative.
8. Verify that the logistic equation (2.1) can be replaced by

$$
\begin{equation*}
y^{\prime}(t)=r y(t)[1-y(t)] \tag{3.17}
\end{equation*}
$$

where $r=a C$.
9. Solve the equation in Example 1.3.10.
10. Show that $x(t)=\cos t, y(t)=\sin t$ satisfies $\left\{x^{\prime}(t)=-y(t), y^{\prime}(t)=\right.$ $x(t)\}$.
11. Consider

$$
\begin{equation*}
x^{\prime}(t)=2 x(t), x(0)=1 \tag{3.18}
\end{equation*}
$$

and define

$$
\begin{aligned}
x_{0}(t) & =1 \\
x_{1}(t) & =1+\int_{0}^{t} 2 x_{0}(s) d s \\
x_{m}(t) & =1+\int_{0}^{t} 2 x_{m-1}(s) d s, \quad m=2,3, \cdots
\end{aligned}
$$

(a) Use an induction to find a formula for $x_{m}(t)$.
(b) For $t \in \Re$ fixed, find $\lim _{m \rightarrow \infty} x_{m}(t)$.
(c) Define $x(t)=\lim _{m \rightarrow \infty} x_{m}(t)$. Check if $x(t)$ is a solution of Eq. (3.18).
12. Examine the change of the number of critical points for
(a) $x^{\prime}=\mu+x^{2}$,
(b) $x^{\prime}=\mu-x-e^{-x}$,
where $\mu$ is regarded as a parameter.
13. Start with any real number $x_{0} \in(0,1)$ and use a calculator or Maple to find $x_{1}, x_{2}, \cdots, x_{m}$ up to $m=30$ for
(a) $x_{m+1}=\sin x_{m}$,
(b) $x_{m+1}=\cos x_{m}$,
(c) $x_{m+1}=0.5 \sin \pi x_{m}$,
(d) $x_{m+1}=0.76 \sin \pi x_{m}$,
(e) $x_{m+1}=0.92 \sin \pi x_{m}$,
(f) $x_{m+1}=0.94 \sin \pi x_{m}$,
(g) $x_{m+1}=0.98 \sin \pi x_{m}$.
14. Find a $V$ function for the equation

$$
x^{\prime}(t)=-t^{4} x(t)
$$

such that its derivative in $t$ satisfies $V^{\prime} \leq 0$.
15. Find all the periodic solutions of the scalar differential equation

$$
x^{\prime}=x[x-1][x+1]
$$

Argue why they are all the periodic solutions for the equation.

## Chapter 2

## Existence and Uniqueness

### 2.1 Introduction

After reading Chapter 1, you are probably convinced that, besides learning some numerical methods, it is important and beneficial to study some qualitative properties of differential equations. This will help you apply the knowledge of differential equations in your future studies and careers. In fact, in most applications of differential equations in sciences, it is more important to obtain certain qualitative properties rather than solve the differential equations analytically or numerically.

We start with a description of general differential equations that will be used for the rest of the book. From the examples we have encountered in Chapter 1, we see that in applications, a differential equation models the rate of change with respect to time of certain quantity or quantities. Thus we use $t \in \Re=(-\infty, \infty)$ to denote the time variable, and use $x=x(t)$ to denote the quantity or quantities at time $t$.

For example, in Chapter 1, we use $x(t)$ in Example 1.1.1 to denote the population of a university; in Example 1.2.3 of Lotka-Volterra competition equation, there are two populations $x_{1}(t)$ and $x_{2}(t)$, then we use $x(t)=$ $\left[x_{1}(t), x_{2}(t)\right]^{T}$ to denote the two populations (here $T$ means the transpose, so $x(t)$ is a $2 \times 1$ vector in $\Re^{2}$ ).

In general, we let $x$ be an $n \times 1$ vector in $\Re^{n}$, denoted by

$$
x=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdots \\
x_{n}
\end{array}\right]=\left[x_{1}, x_{2}, \cdots, x_{n}\right]^{T}, \quad x_{i} \in \Re, \quad i=1,2, \cdots, n
$$

The distance of $x$ to the origin 0 in $\Re^{n}$ (also called the norm) is defined to be

$$
\begin{equation*}
|x|=\sum_{i=1}^{n}\left|x_{i}\right| . \tag{1.1}
\end{equation*}
$$

When $n=1,|\cdot|$ is just the absolute value. (If $y$ is a complex number, then we also use $|y|$ to denote the distance from $y$ to the origin $(0,0)$.)

Note that $|x|=\sum_{i=1}^{n}\left|x_{i}\right|$ is equivalent to another commonly used definition of distance,

$$
\begin{equation*}
r(x)=\sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}, \tag{1.2}
\end{equation*}
$$

because

$$
\begin{equation*}
\left(\frac{1}{\sqrt{n}}\right)|x| \leq r(x) \leq|x|, \tag{1.3}
\end{equation*}
$$

(see an exercise). We will use $|x|=\sum_{i=1}^{n}\left|x_{i}\right|$ in most places in this book because it is easier to work with, but all results done with $|x|$ are also true if $|x|$ is replaced by $r(x)=\sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}$.

For an $n \times n$ matrix $A=\left[a_{i j}\right]$, we define

$$
|A|=\sum_{i, j=1}^{n}\left|a_{i j}\right| .
$$

It follows (see an exercise) that, for $n \times n$ matrices $A, B$, and an $n \times 1$ vector $x$,

$$
\begin{equation*}
|A+B| \leq|A|+|B|, \quad|A B| \leq|A||B|, \quad|A x| \leq|A||x| . \tag{1.4}
\end{equation*}
$$

If we consider the formats of the differential equations in Chapter 1, we find that a first-order differential equation is presented in such a way that the left-hand side is $x^{\prime}(t)$ (or $x^{\prime}$ ) where $x(t)$ is a value or a vector, and the righthand side is a function $f(t, x)$ where the position of $x$ is replaced by $x(t)$. For example, in Example 1.2.2, $f(t, x)=k(t) x+\sin (t x)$, and we write $x(t)$
for $x$, thus the differential equation is $x^{\prime}(t)=k(t) x(t)+\sin (t x(t))$. Also, Eq. (1.16) in Chapter 1 gives an example of a differential equation in a matrix form.

In general, when $f(t, x)$ is linear in $x$ for $x \in \Re^{n}$, that is, when $f(t, x)=$ $f\left(t, x_{1}, x_{2}, \cdots, x_{n}\right)$ is given by

$$
f(t, x)=\left[\begin{array}{c}
a_{11}(t) x_{1}+a_{12}(t) x_{2}+\cdots+a_{1 n}(t) x_{n}+f_{1}(t)  \tag{1.5}\\
a_{21}(t) x_{1}+a_{22}(t) x_{2}+\cdots+a_{2 n}(t) x_{n}+f_{2}(t) \\
\cdots \\
a_{n 1}(t) x_{1}+a_{n 2}(t) x_{2}+\cdots+a_{n n}(t) x_{n}+f_{n}(t)
\end{array}\right]
$$

for some functions $a_{i j}(t)$ and $f_{i}(t)$ in $\Re$, we will rewrite $f(t, x)$ using matrix and vector notations as

$$
\begin{align*}
f(t, x) & =\left[\begin{array}{ccccc}
a_{11}(t) & a_{12}(t) & \cdot & \cdot & a_{1 n}(t) \\
a_{21}(t) & a_{22}(t) & \cdot & \cdot & a_{2 n}(t) \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
a_{n 1}(t) & a_{n 2}(t) & \cdot & \cdot & a_{n n}(t)
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
x_{n}
\end{array}\right]+\left[\begin{array}{c}
f_{1}(t) \\
f_{2}(t) \\
\cdot \\
\cdot \\
f_{n}(t)
\end{array}\right] \\
& =A(t) x+f(t) \tag{1.6}
\end{align*}
$$

where $A(t)=\left[a_{i j}(t)\right]$ is an $n \times n$ matrix function and $f(t)=\left[f_{1}(t), \cdots, f_{n}(t)\right]^{T}$ is an $n \times 1$ vector function formed from $a_{i j}(t)$ and $f_{i}(t)$ in (1.5).

Therefore, in general, we will consider a function $f(t, x)$ that is defined on a domain (a connected open set) $D$ in the ( $n+1$ )-dimensional $(t, x)$ space $\Re \times \Re^{n}$, with its function values in $\Re^{n}, n \geq 1$, see Figure 2.1. That is,

$$
f: D \subset \Re \times \Re^{n} \longrightarrow \Re^{n}
$$

For example, in Chapter 1, $f(t, x)=k x+f(t)$ in Eq. (1.5) is from $\Re \times \Re$ into $\Re$; in Eq. (2.4) of Lotka-Volterra competition equation, $f(t, x)=$ $f\left(t, x_{1}, x_{2}\right)=\left[\beta_{1} x_{1}\left(K_{1}-x_{1}-\mu_{1} x_{2}\right), \beta_{2} x_{2}\left(K_{2}-x_{2}-\mu_{2} x_{1}\right)\right]^{T}$ is from $\Re \times \Re^{2}$ into $\Re^{2}$.

Next, for a function $x(t)=\left[x_{1}(t), x_{2}(t), \cdots, x_{n}(t)\right]^{T}$ from $\Re$ to $\Re^{n}$, we define

$$
x^{\prime}(t)=\left[x_{1}^{\prime}(t), x_{2}^{\prime}(t), \cdots, x_{n}^{\prime}(t)\right]^{T}
$$

and

$$
\int_{a}^{b} x(t) d t=\left[\int_{a}^{b} x_{1}(t) d t, \int_{a}^{b} x_{2}(t) d t, \cdots, \int_{a}^{b} x_{n}(t) d t\right]^{T}
$$



Figure 2.1: $f: D \subset \Re \times \Re^{n} \rightarrow \Re^{n}$

Now, we are ready to define the general first-order ordinary differential equation in $\Re^{n}, n \geq 1$, that we will use in the rest of the book. It is given as

$$
\begin{equation*}
x^{\prime}(t)=f(t, x(t)), \quad x\left(t_{0}\right)=x_{0} \tag{1.7}
\end{equation*}
$$

on a domain $D \subset \Re \times \Re^{n}$, where $\left(t_{0}, x_{0}\right) \in D$ and $f(t, x)$ is a function from $D \subset \Re \times \Re^{n}$ into $\Re^{n}$. We state the following definition concerning its solutions.

Definition 2.1.1 A function $x(t)$ is said to be a solution of Eq. (1.7) on an interval $I$ if $t_{0} \in I,(t, x(t)) \in D$ for $t \in I$, and $x(t)$ is differentiable for $t \in I$ and satisfies Eq. (1.7) for $t \in I$. See Figure 2.2.

Notice that here, as we also did for the examples in Chapter 1, we have made a fundamental assumption that when modeling using a differential equation, the time rate, given by $x^{\prime}(t)$, depends only on the current status, given by $f(t, x(t))$. Note also that Eq. (1.7) is written as $x^{\prime}=f(t, x)$ sometimes, and in general, solutions of Eq. (1.7) may exist on both sides of $t_{0}$.

This chapter is organized as follows: In Section 2, we study existence and uniqueness of solutions, that is, we examine under what conditions a differential equation has solutions and how the solutions are uniquely determined, without solving the differential equation analytically. We follow the idea of an example in Chapter 1 where a sequence of functions is defined using the Picard approximations. To verify for general cases that the


Figure 2.2: A solution $x(t)$ of Eq. (1.7) on $I$
sequence converges to a unique solution, a condition called the Lipschitz condition is utilized. In Section 3, we show under certain conditions that solutions are continuous and differentiable with respect to initial data and parameters. In Section 4, we determine structures of the maximal intervals of existence for solutions, and study properties of solutions with respect to the maximal intervals of existence. In Section 5 (which may be optional), we introduce the Fixed Point Method. We use the contraction mapping principle to derive existence and uniqueness if a local Lipschitz condition is satisfied. Then, when a local Lipschitz condition is not assumed, we use Schauder's second fixed point theorem to obtain existence of solutions, in which case, uniqueness is not guaranteed.

## Exercises 2.1

1. Take a square and use an induction to show that

$$
\frac{\sum_{i=1}^{n}\left|x_{i}\right|}{\sqrt{n}} \leq \sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}} \leq \sum_{i=1}^{n}\left|x_{i}\right|, \quad x_{i} \in \Re .
$$

2. Show that $\left|\int_{a}^{b} f(t) d t\right| \leq \int_{a}^{b}|f(t)| d t$, where $a \leq b$ and $f: \Re \rightarrow \Re^{n}$.
3. Let $A$ and $B$ be $2 \times 2$ matrices.
(a) Find $|A B|$ and $|A||B|$.
(b) Show the inequalities in (1.4) when $n=2$.
4. Show the inequalities in (1.4) for any $n \geq 1$.

### 2.2 Existence and Uniqueness

In this section, we will find some conditions that guarantee existence and uniqueness of solutions for Eq. (1.7). First, we note that a very effective way to attack the differential equation (1.7) is to convert it to an equivalent integral equation, since an integral equation is more convenient to work with, as we will soon see. We present this equivalency as follows.

Lemma 2.2.1 Let $f(t, x)$ be a continuous function on a domain $D \subset \Re \times \Re^{n}$ and let $x(t)$ be a continuous function on some interval $I$ containing $t_{0}$ such that $(t, x(t)) \in D$ for $t \in I$. Then $x(t)$ is a solution of Eq. (1.7) on the interval $I$ if and only if

$$
\begin{equation*}
x(t)=x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s, \quad t \in I \tag{2.1}
\end{equation*}
$$

Proof. If $x(t)$ is a solution of Eq. (1.7), then integrating Eq. (1.7) from $t_{0}$ to $t$ yields (2.1).

On the other hand, if $x(t)$ satisfies (2.1), then, as $f(t, x(t))$ is continuous in $t$, the right-hand side of (2.1) is differentiable in $t$, thus $x(t)$ given by (2.1) is differentiable. Now, $x\left(t_{0}\right)=x_{0}$, and, taking a derivative of $t$ in (2.1), we obtain

$$
\begin{equation*}
\frac{d}{d t} x(t)=\frac{d}{d t} \int_{t_{0}}^{t} f(s, x(s)) d s=f(t, x(t)), \quad t \in I \tag{2.2}
\end{equation*}
$$

where the fundamental theorem of calculus is used. Therefore, $x(t)$ is a solution of Eq. (1.7) on the interval $I$. This completes the proof.

Based on Lemma 2.2.1, you should have some idea why we utilize the Picard approximations, given by

$$
\left\{\begin{align*}
x_{0}(t) & =x_{0}  \tag{2.3}\\
x_{1}(t) & =x_{0}+\int_{t_{0}}^{t} f\left(s, x_{0}(s)\right) d s \\
x_{m}(t) & =x_{0}+\int_{t_{0}}^{t} f\left(s, x_{m-1}(s)\right) d s, \quad m=2,3, \cdots
\end{align*}\right.
$$

The reason is that the approximation schemes suggest that if $x_{m}(t)$ converges to some function $x(t)$, and if the limit as $m \rightarrow \infty$ can be taken inside the integral $\int_{t_{0}}^{t} f\left(s, x_{m-1}(s)\right) d s$ and also inside the function $f$, then, from (2.3), we will obtain

$$
x(t)=x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s
$$

hence $x(t)$ will be a solution of Eq. (1.7), using Lemma 2.2.1.
This is exactly what happened in Example 1.3.9 in Section 3 of Chapter 1, where, for

$$
\begin{equation*}
x^{\prime}(t)=x(t), \quad x(0)=1 \tag{2.4}
\end{equation*}
$$

one has $f(t, x)=x$, and then the Picard approximations yield

$$
\left\{\begin{array}{l}
x_{0}(t)=1  \tag{2.5}\\
x_{1}(t)=1+\int_{0}^{t} f\left(s, x_{0}(s)\right) d s=1+\int_{0}^{t} x_{0}(s) d s=1+\int_{0}^{t} d s=1+t \\
x_{2}(t)=1+\int_{0}^{t} f\left(s, x_{1}(s)\right) d s=1+\int_{0}^{t} x_{1}(s) d s=1+\int_{0}^{t}(1+s) d s \\
x_{m}(t)=1+\int_{0}^{t} f\left(s, x_{m-1}(s)\right) d s=1+\int_{0}^{t} x_{m-1}(s) d s, \quad m=3,4, \cdots
\end{array}\right.
$$

and an induction shows that $x_{m}(t)=1+t+\frac{t^{2}}{2}+\cdots+\frac{t^{m}}{m!}$. Consequently,

$$
\lim _{m \rightarrow \infty} x_{m}(t)=\lim _{m \rightarrow \infty}\left[1+t+\frac{t^{2}}{2}+\cdots+\frac{t^{m}}{m!}\right]=e^{t}
$$

and taking a limit in (2.5) yields

$$
e^{t}=1+\int_{0}^{t} e^{s} d s=x(0)+\int_{0}^{t} f\left(s, e^{s}\right) d s
$$

hence $x(t)=e^{t}$ is the solution of Eq. (2.4).
Next, let's investigate uniqueness of solutions. Recall that in applications, the point $\left(t_{0}, x_{0}\right)$ (or sometimes just $x_{0}$ ) is called initial condition, or initial point, or initial data. For a given initial point, we only want one solution to pass through it. Such as in Example 1.1.1 in Section 1 of Chapter 1, we only want one solution to be used as the population of that university.

Now, let's look at what will happen if $x(t)$ and $y(t)$ are both solutions of Eq. (1.7). Then, under this assumption, we know from Lemma 2.2.1 that

$$
\begin{align*}
x(t) & =x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s  \tag{2.6}\\
y(t) & =x_{0}+\int_{t_{0}}^{t} f(s, y(s)) d s \tag{2.7}
\end{align*}
$$

Thus, (assuming $t \geq t_{0}$ )

$$
\begin{align*}
|x(t)-y(t)| & =\left|\left(x_{0}-x_{0}\right)+\int_{t_{0}}^{t} f(s, x(s))-f(s, y(s)) d s\right| \\
& \leq 0+\int_{t_{0}}^{t}|f(s, x(s))-f(s, y(s))| d s \tag{2.8}
\end{align*}
$$

In a special case when $f(t, x)$ is linear in $x$, say for example,

$$
\begin{equation*}
f(t, x)=k x+f(t) \tag{2.9}
\end{equation*}
$$

for $x \in \Re$ and some constant $k>0$, we obtain $f(t, x)-f(t, y)=k x+f(t)-$ $k y-f(t)$, and then

$$
\begin{equation*}
|f(t, x)-f(t, y)| \leq k|x-y| \tag{2.10}
\end{equation*}
$$

(in fact, we should get equality in (2.10) for this case, but we use inequality for other purposes). Hence, using (2.10), we find that (2.8) becomes

$$
\begin{equation*}
|x(t)-y(t)| \leq 0+\int_{t_{0}}^{t} k|x(s)-y(s)| d s, \quad\left(\text { assuming } t \geq t_{0}\right) \tag{2.11}
\end{equation*}
$$

But on the other hand, this $f(t, x)=k x+f(t)$ in (2.9) is the function on the right-hand side of Eq. (1.5) in Section 1 of Chapter 1, whose solutions are given uniquely by the variation of parameters formula (1.11) also in Section 1 of Chapter 1. Therefore, as $x$ and $y$ are now solutions of $x^{\prime}=f(t, x)=k x+$ $f(t), x\left(t_{0}\right)=x_{0}$, we find that $x-y$ is a solution of $z^{\prime}=k z, z\left(t_{0}\right)=0$, hence, from the uniqueness using the variation of parameters formula, $x-y=0$.

This indicates that for $f(t, x)$ given in (2.9), we should also get $\mid x(t)-$ $y(t) \mid=0$ from (2.11). Therefore, it would help if there is a device that allows us to estimate $|x(t)-y(t)|$ based on (2.11) and conclude that $|x(t)-y(t)|=0$. The following inequality will provide such a device and help us get exactly what we need.

Lemma 2.2.2 (Gronwall's inequality) Let $M \geq 0$ be a constant. If $u(t)$ and $v(t)$ are real-valued nonnegative continuous functions such that

$$
\begin{equation*}
u(t) \leq M+\int_{t_{0}}^{t} u(s) v(s) d s, \quad t_{0} \leq t<T, \quad(T \leq \infty) \tag{2.12}
\end{equation*}
$$

then

$$
\begin{equation*}
u(t) \leq M \exp \left(\int_{t_{0}}^{t} v(s) d s\right), \quad t_{0} \leq t<T \tag{2.13}
\end{equation*}
$$

### 2.2. Existence and Uniqueness

Proof. First, assume $M>0$. Then (2.12) implies

$$
\frac{u(h) v(h)}{M+\int_{t_{0}}^{h} u(s) v(s) d s} \leq v(h), \quad t_{0} \leq h<T
$$

and

$$
\begin{equation*}
\int_{t_{0}}^{t} \frac{u(h) v(h)}{M+\int_{t_{0}}^{h} u(s) v(s) d s} d h \leq \int_{t_{0}}^{t} v(h) d h, \quad t_{0} \leq t<T \tag{2.14}
\end{equation*}
$$

But

$$
\begin{equation*}
\int_{t_{0}}^{t} \frac{u(h) v(h)}{M+\int_{t_{0}}^{h} u(s) v(s) d s} d h=\ln \left[M+\int_{t_{0}}^{t} u(s) v(s) d s\right]-\ln M \tag{2.15}
\end{equation*}
$$

Thus we obtain, from (2.14) and (2.15),

$$
\begin{equation*}
\ln \frac{M+\int_{t_{0}}^{t} u(s) v(s) d s}{M} \leq \int_{t_{0}}^{t} v(h) d h \tag{2.16}
\end{equation*}
$$

hence

$$
\begin{equation*}
M+\int_{t_{0}}^{t} u(s) v(s) d s \leq M \exp \left(\int_{t_{0}}^{t} v(s) d s\right) \tag{2.17}
\end{equation*}
$$

Therefore, (2.13) is true using (2.12) and (2.17).
If $M=0$, then (2.12) becomes

$$
u(t) \leq \int_{t_{0}}^{t} u(s) v(s) d s, \quad t_{0} \leq t<T
$$

Now, for any $m \geq 1$, we have

$$
u(t) \leq \frac{1}{m}+\int_{t_{0}}^{t} u(s) v(s) d s, \quad t_{0} \leq t<T
$$

From what we have just proved,

$$
u(t) \leq \frac{1}{m} \exp \left(\int_{t_{0}}^{t} v(s) d s\right), \quad t_{0} \leq t<T
$$

Thus for any fixed $t \in\left[t_{0}, T\right)$, we can let $m \rightarrow \infty$ to conclude $u(t) \leq 0$. This completes the proof.

For $t$ on the left-hand side of $t_{0}$, we have a similar result, whose proof is left as an exercise.

Lemma 2.2.2.a Let $M \geq 0$ be a constant. If $u(t)$ and $v(t)$ are real-valued nonnegative continuous functions such that

$$
u(t) \leq M+\int_{t}^{t_{0}} u(s) v(s) d s, \quad S<t \leq t_{0}, \quad(S \geq-\infty)
$$

then

$$
\begin{equation*}
u(t) \leq M \exp \left(\int_{t}^{t_{0}} v(s) d s\right), \quad S<t \leq t_{0} \tag{2.18}
\end{equation*}
$$

Now, let's look at (2.11) again and apply Gronwall's inequality there, then we obtain

$$
|x(t)-y(t)| \leq 0 e^{k\left|t-t_{0}\right|}=0, \quad \text { or } \quad x(t)=y(t)
$$

which verifies the uniqueness of solutions for Eq. (1.7) when $f(t, x)=k x+$ $f(t)$.

For a general function $f(t, x)$ in Eq. (1.7), we deduce from the above analysis that if $|f(t, x)-f(t, y)|$ can be controlled by $k|x-y|$ for a constant $k>0$, that is, if the inequality (2.10) holds for a general function $f(t, x)$ in Eq. (1.7), then we still have the uniqueness of solutions for Eq. (1.7). Accordingly, we introduce the following condition, which is formulated based on the inequality (2.10).

Definition 2.2.3 (Lipschitz condition) A function $f(t, x)$ on a domain $D \subset \Re \times \Re^{n}$ is said to satisfy a Lipschitz condition (also called a global Lipschitz condition sometimes) with respect to $x$ on $D$ if there exists a constant $k>0$ (called a Lipschitz constant) such that

$$
\begin{equation*}
|f(t, x)-f(t, y)| \leq k|x-y|, \quad \text { for }(t, x),(t, y) \in D \tag{2.19}
\end{equation*}
$$

Example 2.2.4 For a linear (in $x$ ) function $f(t, x)=A(t) x+f(t)$, where $A(t)$ is an $n \times n$ matrix function and $f(t)$ is an $n \times 1$ vector function, one has

$$
\begin{equation*}
|f(t, x)-f(t, y)| \leq|A(t)||x-y| \tag{2.20}
\end{equation*}
$$

thus a Lipschitz condition is satisfied if $|A(t)|$ is bounded by a constant.

The next example indicates that many nonlinear (in $x$ ) functions also satisfy a Lipschitz condition.

Example 2.2.5 For $f(t, x)=5 \sin t \cos x$, we have

$$
\begin{aligned}
|f(t, x)-f(t, y)| & =|5 \sin t[\cos x-\cos y]| \\
& \leq|5 \sin t||\cos x-\cos y| \leq 5|\cos x-\cos y| \\
& \leq 5|x-y|
\end{aligned}
$$

where we have used the mean value theorem at the last step. Thus a Lipschitz condition is satisfied.

So far, after analyzing the structure of some linear functions, we have formulated a Lipschitz condition, and it seems that this condition implies uniqueness of solutions. Now, it is natural to ask whether there exists an example where a Lipschitz condition is not satisfied and where uniqueness is violated. The answer is YES, as can be seen from the following example from physics.

Example 2.2.6 (Leaky bucket) Consider a bucket with a hole in the bottom, shown in Figure 2.3. When you find that the bucket is empty, can you tell how much water the bucket had initially? The answer is obviously NO, because the bucket could be full initially, or could be half-full initially, or could even be empty initially.


Figure 2.3: A leaky bucket

To analyze the situation, let's use Torricelli's law in physics, which says that the rate at which water drains from the bucket is proportional to the
square root of the height of the water remaining inside the bucket. If we denote $h(t)$ the height of the water in the bucket at time $t$, and assume that the initial height is $h_{0}$ at the initial time $t=0$, then, according to Torricelli's law, there is a positive constant $k$ such that

$$
\begin{equation*}
h^{\prime}(t)=-k \sqrt{h(t)}, \quad h(0)=h_{0}, \quad t \geq 0, \tag{2.21}
\end{equation*}
$$

where the negative sign is needed because $h(t)$ is a decreasing function in $t$.
Note that $\phi(t)=0, t \geq 0$, is certainly a solution of Eq. (2.21) (with zero the initial value). To find out if we also have nonzero solutions, we solve

$$
\int \frac{1}{\sqrt{h}} d h=\int-k d t
$$

and obtain

$$
\begin{equation*}
h(t)=\frac{k^{2}}{4}\left[t-\frac{2 \sqrt{h_{0}}}{k}\right]^{2}, \quad 0 \leq t \leq \frac{2 \sqrt{h_{0}}}{k}, \tag{2.22}
\end{equation*}
$$

where the initial condition $h(0)=h_{0}$ is used. The formula (2.22) indicates that the height of the water becomes zero or the bucket becomes empty when $t=\frac{2 \sqrt{h_{0}}}{k}$. Thus, for things to be meaningful in physics, the bucket will remain empty or the height will remain zero after $t=\frac{2 \sqrt{h_{0}}}{k}$. Therefore, we define

$$
x\left(t, 0, h_{0}\right)=\left\{\begin{align*}
\frac{k^{2}}{4}\left[t-\frac{2 \sqrt{h_{0}}}{k}\right]^{2}, & 0 \leq t \leq \frac{2 \sqrt{h_{0}}}{k},  \tag{2.23}\\
0, & t>\frac{2 \sqrt{h_{0}}}{k} .
\end{align*}\right.
$$

Then, for $x(t)=x\left(t, 0, h_{0}\right)$ defined in (2.23), we can verify that

$$
x^{\prime}(t)=\left\{\begin{align*}
\frac{k^{2}}{2}\left[t-\frac{2 \sqrt{h_{0}}}{k}\right] & =-k \sqrt{x(t)}, & & 0 \leq t \leq \frac{2 \sqrt{h_{0}}}{k},  \tag{2.24}\\
0 & =-k \sqrt{x(t)}, & & t>\frac{2 \sqrt{h_{0}}}{k} .
\end{align*}\right.
$$

(For the derivative at $t=\frac{2 \sqrt{h_{0}}}{k}$, the left and the right derivatives should be calculated, which is left as an exercise.) That is, for any $h_{0} \geq 0$ fixed, $x\left(t, 0, h_{0}\right)$ defined in (2.23) gives the unique solution of Eq. (2.21) for $t \geq 0$, which uniquely determines the height of the water in the bucket at any time $t \geq 0$. See Figure 2.4.

In particular, if we use $F$ to denote the height of the water when the bucket is full, then we replace $h_{0}$ by $F$ and find that at time

$$
t_{F}=\frac{2 \sqrt{F}}{k}
$$



Figure 2.4: The solutions of Eq. (2.21)
the bucket becomes empty. Similarly, for a half-full bucket, we replace $h_{0}$ by $\frac{F}{2}$ and find that it takes

$$
t_{H}=\frac{\sqrt{2 F}}{k}>\frac{t_{F}}{2}
$$

to drain a half-full bucket to empty. See Figure 2.5.


Figure 2.5: The time taken to drain a full or a half-full bucket to empty

In the above, for any initial data $\left(0, h_{0}\right)$, a solution is uniquely determined for $t \geq 0$, or when $t$ increases from $t=0$.

However, in Figure 2.5, if we start with the point $\left(t_{F}, 0\right)$ and look backward, then we find that the solutions on the left-hand side of $\left(t_{F}, 0\right)$
are NOT uniquely determined. In fact, from Figure 2.4, we find that the solutions on the left-hand side of any point on the positive $t$-axis are not uniquely determined. That is, for Eq. (2.21), we have the nonuniqueness of the solutions to the left-hand side. It says, in practice, that if at a time you find that the bucket is empty, then you cannot tell how much water the bucket had initially. The height of the initial water could be any value from zero to $F$. See Figure 2.5.

Next, let's check the Lipschitz condition. We have $f(t, x)=-k \sqrt{x}$; and if $x \neq 0$ and $y=0$, then

$$
\begin{equation*}
|f(t, x)-f(t, y)|=k\left|x^{1 / 2}\right|=k\left|x^{-1 / 2} x\right|=\frac{k}{\left|x^{1 / 2}\right|}|x-y| \tag{2.25}
\end{equation*}
$$

and $\frac{k}{\left|x^{1 / 2}\right|} \rightarrow \infty$ as $x \rightarrow 0$. Thus, $f(t, x)=-k \sqrt{x}$ does not satisfy a Lipschitz condition on any domain containing a point $(t, 0), t>0$, see Figure 2.6.


Figure 2.6: A Lipschitz condition is not satisfied on any domain containing a point $(t, 0), t>0$

Example 2.2.6 indicates that nonuniqueness of solutions may occur if a Lipschitz condition is not satisfied. Therefore, to guarantee uniqueness of solutions, we should assume a Lipschitz condition, which allows us to estimate the difference of a nonlinear function $f(t, x),|f(t, x)-f(t, y)|$, almost like that of a linear function, such that Gronwall's inequality can be used to derive uniqueness of solutions. We also point out that a differential equation not satisfying a Lipschitz condition may or may not have uniqueness.

Now, we are ready to prove the following existence and uniqueness result, utilizing the Picard approximations and the Lipschitz condition.

## Theorem 2.2.7 (Picard's local existence and uniqueness theorem)

 Assume that $f(t, x)$ is continuous on a domain $D \subset \Re \times \Re^{n}$ and satisfies a Lipschitz condition with respect to $x$ on $D$. Let $\left(t_{0}, x_{0}\right) \in D$. Then there exist positive constants $a$ and $b$ such that the region$$
\begin{equation*}
R=\left\{(t, x):\left|t-t_{0}\right| \leq a,\left|x-x_{0}\right| \leq b\right\} \tag{2.26}
\end{equation*}
$$

is in $D$. Moreover, if we define

$$
\begin{equation*}
r=\min \left\{a, \frac{b}{M}\right\}, \quad \text { where } \quad M=\max _{(t, x) \in R}|f(t, x)| \tag{2.27}
\end{equation*}
$$

then $r>0$ is finite and on the interval $I=\left(t_{0}-r, t_{0}+r\right)$, Eq. (1.7) has a unique solution, denoted by $x\left(t, t_{0}, x_{0}\right)$, passing through $\left(t_{0}, x_{0}\right)$. See Figure 2.7.


Figure 2.7: The domain $R$ and the solution $x\left(t, t_{0}, x_{0}\right)$

Note that if the function $f$ is identically zero on $R$, then $M=0$. In this case we can take $r=a$, and then $x(t)=x_{0},\left|t-t_{0}\right|<a$, is a constant solution. So that in the following analysis, we assume

$$
M=\max _{(t, x) \in R}|f(t, x)|>0
$$

Before we prove Theorem 2.2.7, let's note that if, for $(t, x) \in D,|f(t, x)| \leq$ $M$ for some constant $M>0$, then in the two-dimensional $(t, x)$-space when considering $x \in \Re$, we find (see an exercise) that a solution of Eq. (1.7) (if

$$
x-x_{0}=m\left(t-t_{0}\right)
$$



Figure 2.8: Straight lines $x-x_{0}= \pm M\left(t-t_{0}\right)$ and possible solutions
exists) lies between the two straight lines $x-x_{0}= \pm M\left(t-t_{0}\right)$ with slopes $\pm M$. See Figure 2.8.

Accordingly, we have the two cases for the straight lines $x-x_{0}= \pm M(t-$ $t_{0}$ ) to intersect the boundary of the region $R$, given in Figure 2.9, from which we detect that the requirement $r=\min \left\{a, \frac{b}{M}\right\}$ is used to make sure that any solution of Eq. (1.7) (if exists) doesn't get outside of the region $R$. (Otherwise, if a candidate for a solution gets outside of $R$, it may get outside of the domain $D$, then the function $f$ is not defined there.)

$r=a$

$r=b / M$

Figure 2.9: Two cases of how the straight lines $x-x_{0}= \pm M\left(t-t_{0}\right)$ intersect the boundary of the region $R$

Proof of Theorem 2.2.7. Note that a domain is (by definition) an open set, thus we can find positive constants $a$ and $b$ such that the region $R$ defined by $(2.26)$ is in $D$. Since $f$ is a continuous function on the closed and bounded region $R$, we conclude that

$$
M=\max _{(t, x) \in R}|f(t, x)|<\infty
$$

hence $r$ in (2.27) is well defined, and is positive and finite.
We will prove the theorem by showing the following four things:
(A). Based on Lemma 2.2.1, define the Picard approximations as

$$
\left\{\begin{align*}
x_{0}(t) & =x_{0}, \quad\left|t-t_{0}\right| \leq r  \tag{2.28}\\
x_{1}(t) & =x_{0}+\int_{t_{0}}^{t} f\left(s, x_{0}(s)\right) d s, \quad\left|t-t_{0}\right| \leq r \\
x_{m}(t) & =x_{0}+\int_{t_{0}}^{t} f\left(s, x_{m-1}(s)\right) d s, \quad\left|t-t_{0}\right| \leq r, \quad m=2,3, \cdots
\end{align*}\right.
$$

Then the sequence $\left\{x_{m}(t)\right\}_{m \geq 0}$ is defined on $\left[t_{0}-r, t_{0}+r\right]$, and $\left(t, x_{m}(t)\right) \in R, m \geq 0, t \in I$.
(B). The sequence $\left\{x_{m}(t)\right\}_{m \geq 0}$ converges uniformly on $\left[t_{0}-r, t_{0}+r\right]$ to a continuous function, denoted by $x(t)$.
(C). The function $x(t)$ is a solution of Eq. (1.7) on $I$.
(D). The solution $x(t)$ is unique. That is, if $y(t)$ is also a solution of Eq. (1.7) on $I$, then $y(t)=x(t), t \in I$.
(A): We verify that the sequence $\left\{x_{m}(t)\right\}_{m \geq 0}$ is defined on $\left[t_{0}-r, t_{0}+r\right]$ and that $\left(t, x_{m}(t)\right) \in R$ for $m \geq 0, t \in I$. To this end, let's prove that the sequence $\left\{x_{m}(t)\right\}_{m \geq 0}$ is defined on $\left[t_{0}-r, t_{0}+r\right]$ and

$$
\begin{equation*}
\left|x_{m}(t)-x_{0}\right| \leq M\left|t-t_{0}\right|, \quad m \geq 0, \quad t \in I \tag{2.29}
\end{equation*}
$$

because if (2.29) is true, then

$$
\begin{equation*}
\left|x_{m}(t)-x_{0}\right| \leq M\left|t-t_{0}\right| \leq M r \leq b, \quad t \in I \tag{2.30}
\end{equation*}
$$

hence, by the definition of the region $R$, we have $\left(t, x_{m}(t)\right) \in R$ for $m \geq$ $0, t \in I$.

We will use an induction to verify that the sequence $\left\{x_{m}(t)\right\}_{m \geq 0}$ is defined on $\left[t_{0}-r, t_{0}+r\right]$ and that (2.29) is true. For $m=0, x_{0}(t)=x_{0}$ is defined on $\left[t_{0}-r, t_{0}+r\right]$ and $\left|x_{0}(t)-x_{0}\right|=\left|x_{0}-x_{0}\right|=0 \leq M\left|t-t_{0}\right|$. Assume
that $x_{m}(t)$ is defined on $\left[t_{0}-r, t_{0}+r\right]$ and (2.29) is true for $m$. Then, for $t \in\left[t_{0}-r, t_{0}+r\right]$, one has $\left(t, x_{m}(t)\right) \in R$ from (2.29) and (2.30), hence $f\left(t, x_{m}(t)\right)$ is defined and satisfies $\left|f\left(t, x_{m}(t)\right)\right| \leq M$. Thus, from (2.28), $x_{m+1}(t)$ is defined on $\left[t_{0}-r, t_{0}+r\right]$, and

$$
\left|x_{m+1}(t)-x_{0}\right|=\left|\int_{t_{0}}^{t} f\left(s, x_{m}(s)\right) d s\right| \leq M\left|t-t_{0}\right|
$$

which proves $(2.29)$ for $m+1$, and therefore completes the induction.
(B): To show that $\left\{x_{m}(t)\right\}_{m \geq 0}$ is uniformly convergent on $\left[t_{0}-r, t_{0}+r\right]$, let's note that

$$
\begin{align*}
x_{m}(t) & =x_{0}(t)+\left[x_{1}(t)-x_{0}(t)\right]+\left[x_{2}(t)-x_{1}(t)\right]+\cdots+\left[x_{m}(t)-x_{m-1}(t)\right] \\
& =x_{0}(t)+\sum_{j=0}^{m-1}\left[x_{j+1}(t)-x_{j}(t)\right] \tag{2.31}
\end{align*}
$$

Thus, showing the uniform convergence on $\left[t_{0}-r, t_{0}+r\right]$ of the sequence $\left\{x_{m}(t)\right\}_{m \geq 0}$ is equivalent to showing that the series

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left[x_{j+1}(t)-x_{j}(t)\right], \quad t \in\left[t_{0}-r, t_{0}+r\right] \tag{2.32}
\end{equation*}
$$

is uniformly convergent on $\left[t_{0}-r, t_{0}+r\right]$. From (2.28), (2.29), and using the Lipschitz condition (with constant $k$ ), we obtain

$$
\begin{align*}
\left|x_{2}(t)-x_{1}(t)\right| & =\left|\int_{t_{0}}^{t} f\left(s, x_{1}(s)\right) d s-\int_{t_{0}}^{t} f\left(s, x_{0}(s)\right) d s\right| \\
& \leq k\left|\int_{t_{0}}^{t}\right| x_{1}(s)-x_{0}|d s| \\
& \leq k\left|\int_{t_{0}}^{t} M\right| s-t_{0}|d s| \\
& =\frac{k M\left|t-t_{0}\right|^{2}}{2}, t \in\left[t_{0}-r, t_{0}+r\right] \tag{2.33}
\end{align*}
$$

Hence, using an induction again, we can verify (left as an exercise, see (2.33) for a hint) that

$$
\begin{equation*}
\left|x_{j+1}(t)-x_{j}(t)\right| \leq \frac{M k^{j}\left|t-t_{0}\right|^{j+1}}{(j+1)!}, \quad j \geq 0, \quad t \in\left[t_{0}-r, t_{0}+r\right] \tag{2.34}
\end{equation*}
$$

which implies, for $t \in\left[t_{0}-r, t_{0}+r\right]$,

$$
\begin{align*}
\sum_{j=0}^{\infty}\left|x_{j+1}(t)-x_{j}(t)\right| & \leq \sum_{j=0}^{\infty} \frac{M k^{j}\left|t-t_{0}\right|^{j+1}}{(j+1)!} \\
& =\frac{M}{k} \sum_{j=0}^{\infty} \frac{\left|k\left(t-t_{0}\right)\right|^{j+1}}{(j+1)!} \\
& \leq \frac{M}{k} \sum_{j=0}^{\infty} \frac{(k r)^{j+1}}{(j+1)!} \\
& =\frac{M}{k}[\exp (k r)-1]<\infty \tag{2.35}
\end{align*}
$$

Now, we apply the Weierstrass $M$-test concerning the uniform convergence of general function series from the Appendix, and conclude that the series (2.32) converges uniformly to a continuous function on $\left[t_{0}-r, t_{0}+r\right]$. Therefore, $\left\{x_{m}(t)\right\}_{m \geq 0}$ converges uniformly on $\left[t_{0}-r, t_{0}+r\right]$ to a continuous function, which we denote by $x(t), t \in\left[t_{0}-r, t_{0}+r\right]$.
(Another approach to the uniform convergence is as follows: From

$$
\begin{align*}
\max _{t \in\left[t_{0}-r, t_{0}+r\right]}\left|x_{j+1}(t)-x_{j}(t)\right| & \leq \max _{t \in\left[t_{0}-r, t_{0}+r\right]}\left|\int_{t_{0}}^{t} k\right| x_{j}(s)-x_{j-1}(s)|d s| \\
& \leq k r \max _{s \in\left[t_{0}-r, t_{0}+r\right]}\left|x_{j}(s)-x_{j-1}(s)\right| \tag{2.36}
\end{align*}
$$

we have, by an induction,

$$
\begin{equation*}
\max _{t \in\left[t_{0}-r, t_{0}+r\right]}\left|x_{j+1}(t)-x_{j}(t)\right| \leq(k r)^{j} \max _{s \in\left[t_{0}-r, t_{0}+r\right]}\left|x_{1}(s)-x_{0}\right| \tag{2.37}
\end{equation*}
$$

Therefore, if we assume $k r<1$, then the geometric series convergence results can be applied to derive the uniform convergence of the series (2.32).)
(C): To show that $x(t)$ is a solution of Eq. (1.7), we first verify that $(t, x(t)) \in R, t \in I$. To this end, we note, from (2.29),

$$
\begin{aligned}
\left|x(t)-x_{0}\right| & \leq\left|x(t)-x_{m}(t)\right|+\left|x_{m}(t)-x_{0}\right| \\
& \leq\left|x(t)-x_{m}(t)\right|+M\left|t-t_{0}\right|, \quad m \geq 0, \quad t \in I
\end{aligned}
$$

Thus, for any fixed $t \in I$, since $\left\{x_{m}(t)\right\}_{m \geq 0}$ converges to $x(t)$, we can let $m \rightarrow \infty$ to obtain

$$
\begin{aligned}
\left|x(t)-x_{0}\right| & \leq \lim _{m \rightarrow \infty}\left|x(t)-x_{m}(t)\right|+M\left|t-t_{0}\right| \\
& =0+M\left|t-t_{0}\right| \leq M r \leq b, \quad t \in I
\end{aligned}
$$

which implies that $(t, x(t)) \in R$ for $t \in I$, and guarantees that $f(t, x(t))$ is defined for $t \in I$. Next, from the Lipschitz condition (with constant $k$ ), we obtain

$$
\begin{aligned}
& \left|\int_{t_{0}}^{t} f\left(s, x_{m-1}(s)\right) d s-\int_{t_{0}}^{t} f(s, x(s)) d s\right| \\
& \leq k\left|\int_{t_{0}}^{t}\right| x_{m-1}(s)-x(s)|d s| \\
& \leq k\left|t-t_{0}\right|_{s \in\left[t_{0}-r, t_{0}+r\right]} \max _{m-1}\left|x_{m}(s)-x(s)\right|, \quad t \in\left[t_{0}-r, t_{0}+r\right] .
\end{aligned}
$$

Then, as $\left\{x_{m}(t)\right\}_{m \geq 0}$ converges uniformly on $\left[t_{0}-r, t_{0}+r\right]$ to $x(t)$, we derive, for $t \in I$,

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left|\int_{t_{0}}^{t} f\left(s, x_{m-1}(s)\right) d s-\int_{t_{0}}^{t} f(s, x(s)) d s\right|=0 \tag{2.38}
\end{equation*}
$$

Now, from (2.38) and the fact that $\left\{x_{m}(t)\right\}_{m \geq 0}$ converges to $x(t)$, we can take a limit as $m \rightarrow \infty$ in (2.28) to obtain

$$
x(t)=x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s, \quad t \in I,
$$

hence $x(t)$ is a solution of Eq. (1.7), using Lemma 2.2.1.
(D): If $y(t)$ is also a solution of Eq. (1.7) on $I$, then from Lemma 2.2.1,

$$
\begin{equation*}
y(t)=x_{0}+\int_{t_{0}}^{t} f(s, y(s)) d s, \quad t \in I . \tag{2.39}
\end{equation*}
$$

Now, for $t \in\left[t_{0}, t_{0}+r\right)$, the Lipschitz condition (with constant $k$ ) yields

$$
\begin{align*}
|y(t)-x(t)| & \leq \int_{t_{0}}^{t}|f(s, y(s))-f(s, x(s))| d s \\
& \leq k \int_{t_{0}}^{t}|y(s)-x(s)| d s, \tag{2.40}
\end{align*}
$$

therefore we can apply Gronwall's inequality to conclude that

$$
|y(t)-x(t)|=0, \quad t \in\left[t_{0}, t_{0}+r\right) .
$$

The same conclusion can also be proved in the same way for $t \in\left(t_{0}-r, t_{0}\right.$ ] by using Gronwall's inequality for $t \leq t_{0}$. Therefore, uniqueness holds.

The above four steps in (A)-(D) complete the proof.

Note that $x\left(t, t_{0}, x_{0}\right)$ is used to denote the solution of Eq. (1.7) such that

$$
x\left(t_{0}, t_{0}, x_{0}\right)=x_{0}
$$

Here, $t_{0}$ and $x_{0}$ should also be regarded as variables that are subject to change, thus $x\left(t, t_{0}, x_{0}\right)$ should be regarded as a function in the three variables $\left(t, t_{0}, x_{0}\right)$. Therefore, $\left(t_{0}, x_{0}\right)$ may be replaced by different points, and in some cases, when a point $\left(\tau, \bar{x}_{0}\right)$ is in the domain of Eq. (1.7), we may say that " $x(t)=x\left(t, \tau, \bar{x}_{0}\right)$ is a solution of Eq. (1.7)," which means $x^{\prime}(t)=f(t, x(t))$ and

$$
x\left(\tau, \tau, \bar{x}_{0}\right)=\bar{x}_{0} .
$$

In the proof of Theorem 2.2.7, we find that the requirement $r=\min \left\{a, \frac{b}{M}\right\}$ is used to guarantee that $\left(t, x_{m}(t)\right)$ and $(t, x(t))$ are all in $R \subset D$ for $t \in I=\left(t_{0}-r, t_{0}+r\right)$, thus $f\left(t, x_{m}(t)\right)$ and $f(t, x(t))$ are defined for $t \in I$. Note that $r$ could be very small, that is the reason why Theorem 2.2.7 is called a local existence and uniqueness theorem. In Section 4 of this chapter, we will look at the size of the interval on which $x(t)$ is a solution.

In the next example, let's examine the role $r=\min \left\{a, \frac{b}{M}\right\}$ plays in ensuring the existence of a solution on $\left(t_{0}-r, t_{0}+r\right)$.

Example 2.2.8 Consider the scalar differential equation,

$$
\begin{equation*}
x^{\prime}(t)=x^{2}(t), \quad x(0)=1 \tag{2.41}
\end{equation*}
$$

Using separation of variables, the solution is given by

$$
x(t)=(1-t)^{-1}
$$

hence $x(t)$ is defined on $(-\infty, 1)$, and $\lim _{t \rightarrow 1^{-}} x(t)=\infty$, in which sense, we say that for Eq. (2.41), solutions blow up at finite times, see Figure 2.10.

Now, $f(t, x)=x^{2}$, and

$$
|f(t, x)-f(t, y)|=\left|x^{2}-y^{2}\right|=|x+y||x-y|
$$

thus $f$ satisfies a Lipschitz condition on any bounded domain $D \subset \Re \times \Re$. Accordingly, we can select, for example, the region $R$ (see Figure 2.11) to be

$$
R=\{(t, x):|t-0| \leq 2,|x-1| \leq b\}, \quad(b>0)
$$

For this region $R$, we have $M=\max _{(t, x) \in R}|f(t, x)|=\max _{(t, x) \in R}\left|x^{2}\right|=$ $(1+b)^{2}$, and Theorem 2.2.7 implies that the solution is defined on $(-r, r)$, where

$$
r=\min \left\{a, \frac{b}{M}\right\}=\min \left\{2, \frac{b}{(1+b)^{2}}\right\}
$$



Figure 2.10: The solution $x(t)=(1-t)^{-1}$ blows up at the time $t=1$

Now, if $r>1$, then we will be in trouble, because the solution $x(t)=$ $(1-t)^{-1}$ with $t_{0}=0$ is not defined at $t=1$; that is, we must need $r<1$ in this case. To find out how big $\frac{b}{(1+b)^{2}}$ could get as a function in $b>0$, we can use the optimization technique from calculus and set the first derivative to be zero,

$$
\frac{d}{d b} \frac{b}{(1+b)^{2}}=\frac{1-b^{2}}{(1+b)^{4}}=0
$$

and obtain $b=1$. Then we can use the first or the second derivative test to conclude that

$$
\max _{b>0} \frac{b}{(1+b)^{2}}=\left.\frac{b}{(1+b)^{2}}\right|_{b=1}=\frac{1}{4}
$$

Therefore, we can rest easy, knowing that

$$
r=\min \left\{2, \frac{b}{(1+b)^{2}}\right\} \leq \frac{1}{4}
$$

hence the interval of existence determined by Theorem 2.2.7 is given as

$$
\left(t_{0}-r, t_{0}+r\right)=(-r, r) \subset\left(-\frac{1}{4}, \frac{1}{4}\right)
$$

which does not include $t=1$.

Many related results emerge based on the proof of Theorem 2.2.7. For example, we find that the (global) Lipschitz condition can be weakened as follows, which can be applied directly to linear differential equations.


Figure 2.11: The region $R$

Definition 2.2.9 $A$ function $f(t, x)$ on a domain $D \subset \Re \times \Re^{n}$ is said to satisfy a weak Lipschitz condition with respect to $x$ on $D$ if there exists a nonnegative continuous function $k(t)$ such that

$$
\begin{equation*}
|f(t, x)-f(t, y)| \leq k(t)|x-y|, \quad \text { for }(t, x),(t, y) \in D \tag{2.42}
\end{equation*}
$$

Example 2.2.10 Let's look at Example 2.2.4 again, where the linear function is given as $f(t, x)=A(t) x+f(t)$ with $A(t)$ an $n \times n$ matrix function and $f(t)$ an $n \times 1$ vector function. Now,

$$
|f(t, x)-f(t, y)| \leq|A(t)||x-y|
$$

thus a weak Lipschitz condition is satisfied if $A(t)$ is continuous.
The (global) Lipschitz condition can also be weakened to a local one.
Definition 2.2.11 $A$ function $f(t, x)$ on a domain $D \subset \Re \times \Re^{n}$ is said to satisfy a local Lipschitz condition with respect to $x$ on $D$ if for any $\left(t_{1}, x_{1}\right) \in D$, there exists a domain $D_{1}$ such that $\left(t_{1}, x_{1}\right) \in D_{1} \subset D$ and that $f(t, x)$ satisfies a Lipschitz condition with respect to $x$ on $D_{1}$. That is, there exists a positive constant $k_{1}$ such that

$$
\begin{equation*}
|f(t, x)-f(t, y)| \leq k_{1}|x-y| \text { for }(t, x),(t, y) \in D_{1} \tag{2.43}
\end{equation*}
$$

Note that the weak Lipschitz condition implies the local Lipschitz condition, thus the weak Lipschitz condition is a notion falls between the local

Lipschitz condition and the (global) Lipschitz condition, (see an exercise). It will be seen in Theorem 2.4.4 and Remark 2.4.12 that the weak Lipschitz condition is very useful in some situations.

We can modify the proof of Theorem 2.2 .7 so as to obtain the following result, whose proof is left as an exercise.

Theorem 2.2.7.a (Picard's local existence and uniqueness theorem) Assume that $f(t, x)$ is continuous on a domain $D$ and satisfies a weak Lipschitz or a local Lipschitz condition with respect to $x$ on $D$. Then the same results as in Theorem 2.2.7 hold.

If we examine the Lipschitz condition when $x \in \Re$, then we find that the inequality (2.10) can be changed to

$$
\left|\frac{f(t, x)-f(t, y)}{x-y}\right| \leq k,
$$

which suggests that the Lipschitz condition is related to the partial derivative with respect to $x$. In this regard, we present a result that guarantees a local, a weak, or a global Lipschitz condition using partial derivatives, whose proof is left as an exercise. Recall that for $f: D \subset \Re \times \Re^{n} \rightarrow \Re^{n}$, we can write, from multivariable calculus, $f(t, x)=\left[f_{1}(t, x), f_{2}(t, x), \cdots, f_{n}(t, x)\right]^{T}$, where $f_{i} \in \Re$, then $\frac{\partial f(t, x)}{\partial x}$ is defined to be the $n \times n$ matrix

$$
\frac{\partial f(t, x)}{\partial x}=\left[\frac{\partial f_{i}(t, x)}{\partial x_{j}}\right] .
$$

Theorem 2.2.12 Assume the domain $D \subset \Re \times \Re^{n}$ is such that if $\left(t, x_{1}\right)$, $\left(t, x_{2}\right) \in D$, then $\left(t, \lambda x_{1}+(1-\lambda) x_{2}\right) \in D$ for $0 \leq \lambda \leq 1$.
(a). If $\frac{\partial f(t, x)}{\partial x}$ exists and is continuous, then $f(t, x)$ satisfies a local Lipschitz condition with respect to $x$ on $D$.
(b). If $\left|\frac{\partial f(t, x)}{\partial x}\right| \leq k(t)$ for some nonnegative continuous function $k(t)$, then $f(t, x)$ satisfies a weak Lipschitz condition with respect to $x$ on $D$.
(c). If $\left|\frac{\partial f(t, x)}{\partial x}\right| \leq k$ for some positive constant $k$, then $f(t, x)$ satisfies a (global) Lipschitz condition with respect to $x$ on $D$.

Theorem 2.2.12 indicates that certain conditions on the partial derivatives of $f$ with respect to $x$ imply certain Lipschitz conditions. In an exercise,
you are asked to find an example such that a (global) Lipschitz condition is satisfied but the partial derivative of $f$ with respect to $x$ does not exist. Therefore, "having partial derivatives" is a stronger notion than "satisfying Lipschitz conditions."

Next, let's use Theorem 2.2.7.a and Theorem 2.2.12 to check the existence and uniqueness for the nonlinear differential equations we have encountered in Chapter 1.

Example 2.2.13 For the logistic equation, we have $f(t, x)=a x[C-x]$, and

$$
\frac{\partial f(t, x)}{\partial x}=\frac{d}{d x} a x[C-x]=a C-2 a x,
$$

therefore, a local Lipschitz condition is satisfied for any domain in $\Re \times \Re$, and a (global) Lipschitz condition is satisfied for any bounded domain in $\Re \times \Re$. Thus the existence and uniqueness is guaranteed.

Example 2.2.14 For $x^{\prime}(t)=k(t) x(t)+\sin (t x(t))$, we have $f(t, x)=k(t) x+$ $\sin (t x)$, and

$$
\left|\frac{\partial f(t, x)}{\partial x}\right|=|k(t)+t \cos (t x)| \leq|k(t)|+|t|,
$$

thus a weak Lipschitz condition is satisfied for any domain in $\Re \times \Re$ when $k(t)$ is continuous.

Example 2.2.15 In the Lotka-Volterra competition equation, we have
$f(t, x)=\left[\beta_{1} x_{1}\left(K_{1}-x_{1}-\mu_{1} x_{2}\right), \beta_{2} x_{2}\left(K_{2}-x_{2}-\mu_{2} x_{1}\right)\right]^{T}=\left[f_{1}(t, x), f_{2}(t, x)\right]^{T}$,
and

$$
\begin{align*}
\frac{\partial f(t, x)}{\partial x} & =\left[\begin{array}{ll}
\frac{\partial f_{1}(t, x)}{\partial x_{1}} & \frac{\partial f_{1}(t, x)}{\partial x_{2}} \\
\frac{\partial f_{2}(t, x)}{\partial x_{1}} & \frac{\partial f_{2}(t, x)}{\partial x_{2}}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\beta_{1}\left(K_{1}-\mu_{1} x_{2}\right)-2 \beta_{1} x_{1} & -\beta_{1} \mu_{1} x_{1} \\
-\beta_{2} \mu_{2} x_{2} & \beta_{2}\left(K_{2}-\mu_{2} x_{1}\right)-2 \beta_{2} x_{2}
\end{array}\right] . \tag{2.44}
\end{align*}
$$

Therefore, a local Lipschitz condition is satisfied for any domain in $\Re \times \Re^{2}$, and a (global) Lipschitz condition is satisfied for any bounded domain in $\Re \times \Re^{2}$.

Example 2.2.16 For the equation of a simple pendulum given by $\theta^{\prime \prime}(t)+$ $k \theta^{\prime}(t)+q \sin \theta(t)=0$, we let $x_{1}=\theta, x_{2}=\theta^{\prime}$, then we obtain the system

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=x_{2}  \tag{2.45}\\
x_{2}^{\prime}=-k x_{2}-q \sin x_{1}
\end{array}\right.
$$

Similar to Example 2.2.15, one can verify (see an exercise) that in this case, a (global) Lipschitz condition is satisfied for any domain in $\Re \times \Re^{2}$.

Note here that for Examples 2.2.14-2.2.16, we cannot solve or write out the solutions explicitly, but we can prove that solutions exist and are unique.

We have now proved existence and uniqueness of solutions under some Lipschitz conditions, and we also know from Example 2.2.6 that uniqueness of solutions is not guaranteed without assuming a Lipschitz condition. The remaining question is: What about existence of solutions? The following result ensures that we can still obtain existence of solutions even without a Lipschitz condition, by using Euler's method in calculus for approximating solutions of differential equations with piecewisely straight lines. Of course, in this case, uniqueness is not expected.

Therefore, let's recall a few details of Euler's method in calculus. To solve a scalar differential equation

$$
\begin{equation*}
x^{\prime}(t)=f(t, x(t)), \quad x\left(t_{0}\right)=x_{0}, \quad t \in\left[t_{0}, b\right], \tag{2.46}
\end{equation*}
$$

we divide $\left[t_{0}, b\right]$ into $m$ equal subintervals $\left[t_{0}, t_{1}\right],\left[t_{1}, t_{2}\right], \cdots,\left[t_{m-1}, b\right]$. On the first interval, we require Eq. (2.46) to be satisfied at ( $t_{0}, x_{0}$ ), that is, $x^{\prime}\left(t_{0}\right)=f\left(t_{0}, x_{0}\right)$, then use $f\left(t_{0}, x_{0}\right)$ as the slope and $\left(t_{0}, x_{0}\right)$ as the point so as to obtain the straight line

$$
\begin{equation*}
x=x_{0}+f\left(t_{0}, x_{0}\right)\left(t-t_{0}\right), \quad t \in\left[t_{0}, t_{1}\right], \tag{2.47}
\end{equation*}
$$

see Figure 2.12.
On the second interval $\left[t_{1}, t_{2}\right]$, evaluate the straight line (2.47) at $t_{1}$ to obtain $x_{1}=x_{0}+f\left(t_{0}, x_{0}\right)\left(t_{1}-t_{0}\right)$. We require Eq. (2.46) to be satisfied at ( $t_{1}, x_{1}$ ), that is, $x^{\prime}\left(t_{1}\right)=f\left(t_{1}, x_{1}\right)$, then use $f\left(t_{1}, x_{1}\right)$ as the slope and $\left(t_{1}, x_{1}\right)$ as the point so as to obtain the straight line

$$
x=x_{1}+f\left(t_{1}, x_{1}\right)\left(t-t_{1}\right), \quad t \in\left[t_{1}, t_{2}\right] .
$$

This way, we get, on $\left[t_{0}, b\right]$, a function $z$ (for zigzag) consisting of piecewisely straight lines, see Figure 2.12. This constitutes Euler's method of


Figure 2.12: Using piecewisely straight lines to approximate a solution
approximating a solution of differential equation (2.46) using piecewisely straight lines.

When $m$ gets larger and larger, the corresponding function $z$ satisfies Eq. (2.46) at more and more left-end points of those small subintervals in $\left[t_{0}, b\right]$, (at this stage, the derivative for function $z$ at the left end of an interval is the right-hand side derivative, since typically $z$ has a "corner point" there). Thus, when $m \rightarrow \infty$, the limit function of $z$ should satisfy Eq. (2.46) "everywhere" in $\left[t_{0}, b\right]$. Or, the function $z$ should approach a solution of Eq. (2.46) on $\left[t_{0}, b\right]$. In the following, we will explore this idea and use it to derive solutions for general differential equations in $\Re^{n}, n \geq 1$.

Theorem 2.2.17 (Existence without uniqueness) Assume that $f(t, x)$ is continuous on a domain $D \subset \Re \times \Re^{n}$ and let $\left(t_{0}, x_{0}\right) \in D$. Then there exist positive constants $a$ and $b$ such that

$$
\begin{equation*}
R=\left\{(t, x):\left|t-t_{0}\right| \leq a,\left|x-x_{0}\right| \leq b\right\} \subset D \tag{2.48}
\end{equation*}
$$

and Eq. (1.7) has a solution $x(t)$ on $I=\left(t_{0}-r, t_{0}+r\right)$, where $r=\min \left\{a, \frac{b}{M}\right\}$ with $M=\max _{(t, x) \in R}|f(t, x)|$.

Proof. Since $\left(t_{0}, x_{0}\right)$ is in domain $D$, the $a, b, R, M$, and $r$ specified above can be defined. Next, we only consider interval $\left[t_{0}, t_{0}+r\right]$ and define a sequence of functions on $\left[t_{0}, t_{0}+r\right]$, which will be used to approximate a solution. The case for the left-hand side of $t_{0}$ is similar.

For each $k=1,2, \cdots$, divide $\left[t_{0}, t_{0}+r\right]$ into $k$ equal subintervals $\left[t_{0}, t_{1}\right]$, $\left[t_{1}, t_{2}\right], \cdots,\left[t_{k-1}, t_{k}\right]=\left[t_{k-1}, t_{0}+r\right]$, with the distance of every subinter-
val given by $\frac{r}{k}$. Define a continuous function $x_{k}(t)$ on $\left[t_{0}, t_{0}+r\right]$ that is piecewisely "straight lines" as follows:

On $\left[t_{0}, t_{1}\right]$, define $x_{k}(t)$ to be the straight line with the point $\left(t_{0}, x_{0}\right)$ and the "slope" $f\left(t_{0}, x_{0}\right)$. That is,

$$
x_{k}(t)=x_{0}+f\left(t_{0}, x_{0}\right)\left(t-t_{0}\right), \quad t \in\left[t_{0}, t_{1}\right] .
$$

On $\left[t_{1}, t_{2}\right]$, define $x_{k}(t)$ to be the straight line with the point $\left(t_{1}, x_{k}\left(t_{1}\right)\right)$ and the "slope" $f\left(t_{1}, x_{k}\left(t_{1}\right)\right)$. That is,

$$
x_{k}(t)=x_{k}\left(t_{1}\right)+f\left(t_{1}, x_{k}\left(t_{1}\right)\right)\left(t-t_{1}\right), \quad t \in\left[t_{1}, t_{2}\right] .
$$

This way, we define a continuous function $x_{k}(t)$ that is piecewisely straight lines on $\left[t_{0}, t_{0}+r\right]$.

We verify that

$$
\begin{equation*}
\left(t, x_{k}(t)\right) \in R \text { for } t \in\left[t_{0}, t_{0}+r\right] . \tag{2.49}
\end{equation*}
$$

Consider $t \in\left[t_{0}, t_{1}\right]$. Since $\left(t_{0}, x_{0}\right) \in R$, one has $\left|f\left(t_{0}, x_{0}\right)\right| \leq M$. Thus,

$$
\left|x_{k}(t)-x_{0}\right| \leq\left|f\left(t_{0}, x_{0}\right)\left(t-t_{0}\right)\right| \leq M\left(\frac{r}{k}\right) \leq \frac{b}{k} \leq b,
$$

hence (2.49) is true for $t \in\left[t_{0}, t_{1}\right]$.
Assume that (2.49) is true for $t \in\left[t_{0}, t_{j}\right]$, where $1 \leq j \leq k-1$. Then $\left|f\left(t_{i}, x_{k}\left(t_{i}\right)\right)\right| \leq M, i=1,2, \cdots, j$; and for $t \in\left[t_{j}, t_{j+1}\right]$, one has

$$
\begin{align*}
\left|x_{k}(t)-x_{0}\right| & \leq\left|x_{k}(t)-x_{k}\left(t_{j}\right)\right|+\left|x_{k}\left(t_{j}\right)-x_{k}\left(t_{j-1}\right)\right|+\cdots+\left|x_{k}\left(t_{1}\right)-x_{k}\left(t_{0}\right)\right| \\
& \leq\left|f\left(t_{j}, x_{k}\left(t_{j}\right)\right)\left(t-t_{j}\right)\right|+\cdots+\left|f\left(t_{0}, x_{0}\right)\left(t_{1}-t_{0}\right)\right| \\
& \leq M\left(\frac{r}{k}\right)+M\left(\frac{r}{k}\right)+\cdots+M\left(\frac{r}{k}\right) \\
& =(j+1) M\left(\frac{r}{k}\right) \leq k M\left(\frac{r}{k}\right)=r M \leq b, \tag{2.50}
\end{align*}
$$

thus, (2.49) is proved using an induction.
Similarly, we can verify (see an exercise) that

$$
\begin{equation*}
\left|x_{k}(\alpha)-x_{k}(\beta)\right| \leq M|\alpha-\beta|, \quad \alpha, \beta \in\left[t_{0}, t_{0}+r\right] . \tag{2.51}
\end{equation*}
$$

Therefore, the sequence $\left\{x_{k}(t)\right\}$ is uniformly bounded and equi-continuous on $\left[t_{0}, t_{0}+r\right]$, hence from Arzela-Ascoli's theorem (see the Appendix), this sequence has a subsequence, which we denote by $\left\{x_{k}(t)\right\}$ again, that converges uniformly on $\left[t_{0}, t_{0}+r\right]$ to a continuous function $x(t)$.

Due to the construction of $x_{k}(t)$, we know that $x_{k}^{\prime}(t)$ exists on the interval $\left[t_{0}, t_{0}+r\right]$ except at $t_{1}, t_{2}, \cdots, t_{k-1}$. Let $t \in\left[t_{0}, t_{0}+r\right]$, then $t \in\left[t_{i}, t_{i+1}\right]$ for some $i \in\{0,1,2, \cdots, k-1\}$. Now,

$$
\begin{align*}
\int_{t_{0}}^{t} x_{k}^{\prime}(s) d s & =\int_{t_{0}}^{t_{1}} x_{k}^{\prime}(s) d s+\cdots+\int_{t_{i}}^{t} x_{k}^{\prime}(s) d s \\
& =\left[x_{k}\left(t_{1}\right)-x_{k}\left(t_{0}\right)\right]+\left[x_{k}\left(t_{2}\right)-x_{k}\left(t_{1}\right)\right]+\cdots+\left[x_{k}(t)-x_{k}\left(t_{i}\right)\right] \\
& =x_{k}(t)-x_{k}\left(t_{0}\right)=x_{k}(t)-x_{0} \tag{2.52}
\end{align*}
$$

Thus, (2.52) is true for $t \in\left[t_{0}, t_{0}+r\right]$, and we can write (2.52) as

$$
\begin{align*}
x_{k}(t) & =x_{0}+\int_{t_{0}}^{t} x_{k}^{\prime}(s) d s \\
& =x_{0}+\int_{t_{0}}^{t}\left[f\left(s, x_{k}(s)\right)+\delta_{k}(s)\right] d s, \quad t \in\left[t_{0}, t_{0}+r\right] \tag{2.53}
\end{align*}
$$

where $\delta_{k}(t)$ is defined for $t \in\left[t_{0}, t_{0}+r\right]$ as

$$
\delta_{k}(t)= \begin{cases}x_{k}^{\prime}(t)-f\left(t, x_{k}(t)\right), & \text { if } t \neq t_{i}, \quad i=0,1, \cdots, k-1  \tag{2.54}\\ 0, & \text { if } t=t_{i}, \quad i=0,1, \cdots, k-1\end{cases}
$$

Next, we verify that

$$
\begin{equation*}
\delta_{k}(t) \rightarrow 0 \text { uniformly on }\left[t_{0}, t_{0}+r\right] \text { as } k \rightarrow \infty \tag{2.55}
\end{equation*}
$$

Let $t \in\left[t_{0}, t_{0}+r\right]$, then $t \in\left[t_{i}, t_{i+1}\right]$ for some $i \in\{0,1, \cdots, k-1\}$. Now,

$$
\left|\delta_{k}(t)\right| \leq\left|x_{k}^{\prime}(t)-f\left(t, x_{k}(t)\right)\right| \leq\left|f\left(t_{i}, x_{k}\left(t_{i}\right)\right)-f\left(t, x_{k}(t)\right)\right|
$$

and we have $\left|t_{i}-t\right| \leq \frac{r}{k}$ and

$$
\left.\mid x_{k}\left(t_{i}\right)\right)-x_{k}(t)\left|\leq\left|f\left(t_{i}, x_{k}\left(t_{i}\right)\right)\right|\left(\frac{r}{k}\right) \leq M\left(\frac{r}{k}\right)\right.
$$

Thus, as $f(t, x)$ is uniformly continuous on the bounded and closed set $R$ and $\frac{r}{k}$ is very small when $k$ is large, we conclude that (2.55) is true. Now, taking a limit as $k \rightarrow \infty$ in (2.53) and using the fact that the sequence $\left\{x_{k}(t)\right\}$ converges to $x$ uniformly and $f$ is uniformly continuous on the region $R$, we derive

$$
\begin{equation*}
x(t)=x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s, \quad t \in\left[t_{0}, t_{0}+r\right] \tag{2.56}
\end{equation*}
$$

therefore, $x(t)$ is a solution of Eq. (1.7) using Lemma 2.2.1. This completes the proof.

You probably didn't see this proof in your calculus class, but now you know why Euler's method of approximating solutions of differential equations using piecewisely straight lines works.

We point out that the method of combining Lemma 2.2.1 and Picard's approximations used in the proof of Theorem 2.2.7 is very useful in many studies. It not only provides a framework for some numerical approximations but also leads to the definition of a mapping when using a functional analysis approach. See, for example, the related study in Section 2.5 in this chapter.

## Exercises 2.2

1. Rewrite the following differential equations as equivalent equations without derivatives.
(a) $x^{\prime}(t)=\sin t \cos 3 t+x^{6}(t), x(0)=4$.
(b) $x^{\prime \prime}(t)=t^{4} \cos 3 x(t)+x^{6}(t), x(1)=4, x^{\prime}(1)=3$.
2. Show that $x^{\prime \prime}(t)=f(t, x(t)), x\left(t_{0}\right)=x_{0}, x^{\prime}\left(t_{0}\right)=x_{1}$ is equivalent to $x(t)=x_{0}+x_{1}\left(t-t_{0}\right)+\int_{t_{0}}^{t}(t-s) f(s, x(s)) d s$.
3. Establish the existence and uniqueness for $x^{\prime \prime}(t)=f(t, x(t)), x\left(t_{0}\right)=$ $x_{0}, x^{\prime}\left(t_{0}\right)=x_{1}$.
4. Prove Lemma 2.2.2.a: Gronwall's inequality for $t \leq t_{0}$.
5. Determine all continuous functions $f$ such that $0 \leq f(t) \leq \int_{0}^{t} f(s) d s$, $0 \leq t<\infty$.
6. If $f(t)$ and $g(t)$ are nonnegative, continuous, and $f(t) \leq C_{1}+C_{2}(t-$ $\left.t_{0}\right)+\int_{t_{0}}^{t} f(s) g(s) d s$ for some positive constants $C_{1}, C_{2}$, then find an inequality for $f(t)$.
7. If $x\left(t_{0}\right)=x_{0} \in \Re$ and for all $t,\left|x^{\prime}(t)\right| \leq M$ for some constant $M>0$, then show that for any given $T>0$, the curve of $x(t)$ cannot escape the region determined by the straight lines $x-x_{0}= \pm M\left(t-t_{0}\right)$ for $t \in\left[t_{0}-T, t_{0}+T\right]$. (A picture may be useful in visualizing the problem.)
8. In the proof of Theorem 2.2.7, use an induction to determine the inequality concerning $\left|x_{j+1}(t)-x_{j}(t)\right|, j \geq 0$.
9. Draw pictures and explain why $r=\min \left\{a, \frac{b}{M}\right\}$ is needed in the proof of Theorem 2.2.7.
10. Repeat Example 2.2 .8 with $f(t, x)=x^{3}, x(0)=1$.
11. Show that the (global) Lipschitz condition implies the weak Lipschitz condition, and that the weak Lipschitz condition implies the local Lipschitz condition. Find examples to demonstrate that the local Lipschitz condition does not imply the weak Lipschitz condition, and that the weak Lipschitz condition does not imply the (global) Lipschitz condition.
12. Prove Theorem 2.2.7.a.
13. (a). Prove Theorem 2.2 .12 for $n=1$.
(b). Prove Theorem 2.2 .12 for any $n \geq 1$.
14. Find a real function $f(x)$ (that is, $x$ and $f(x)$ are all in $\Re^{1}$ ) such that a global Lipschitz condition is satisfied but $f(x)$ has no derivative at some point.
15. Let $f(t, x)=x^{\alpha}$ for $\alpha \in \Re$. Determine the conditions on $\alpha$ such that $f$ satisfies a local Lipschitz condition.
16. Determine whether the following functions on their domains satisfy a local Lipschitz, a weak Lipschitz, or a (global) Lipschitz condition.
(a) $f(t, x)=t^{6}+\sin 4 x, D=\{(t, x):(t, x) \in \Re \times \Re\}$.
(b) $f(t, x)=t^{6} \sin 4 x, D=\{(t, x):(t, x) \in \Re \times \Re\}$.
(c) $f(t, x)=t^{6}|x|, D=\{(t, x):|t|<3,|x|<\infty\}$.
(d) $f(t, x)=t^{6} \sqrt{x}, D=\{(t, x):|t|<3, x>0\}$.
17. Find the left and the right derivatives at $t=1$ for $x_{2}(t)$ in Example 2.2.6.
18. Prove that the function $f(x)=0, x \leq 0 ; f(x)=x^{1 / 3}, x>0$, does not satisfy a local Lipschitz condition in a domain containing $x=0$.
19. Use the idea of Example 2.2.6 to construct another example for which a local Lipschitz condition and uniqueness do not hold.
20. Assume that existence and uniqueness is satisfied for the scalar equation $x^{\prime}(t)=f(t, x(t))$ on $\Re \times \Re$. If $x_{1}<x_{2}$, show that $x\left(t, t_{0}, x_{1}\right)<$ $x\left(t, t_{0}, x_{2}\right)$ for $t \geq t_{0}$.
21. Assume that existence and uniqueness is satisfied for equation $x^{\prime}(t)=$ $f(t, x(t))$ on $\Re \times \Re^{n}$ with $f(t, 0)=0$. If $x$ is a solution and if $x\left(t_{0}\right)=0$ for some $t_{0} \in \Re$, then show that $x(t)=0$ for all $t \in \Re$.
22. Rewrite the equation of a simple pendulum $\theta^{\prime \prime}(t)+k \theta^{\prime}(t)+q \sin \theta(t)=0$ into a first-order system and then check if some Lipschitz conditions are satisfied.
23. Verify (2.51).
24. Provide the details for getting (2.55) and (2.56).

### 2.3 Dependence on Initial Data and Parameters

From the previous section, we learned that under some Lipschitz conditions, Picard's local existence and uniqueness theorem 2.2.7 implies that for any $\left(t_{0}, x_{0}\right) \in D$, there is an $r>0$, such that Eq. (1.7) has a unique solution denoted by $x\left(t, t_{0}, x_{0}\right)$ on the interval $I=\left(t_{0}-r, t_{0}+r\right)$, and $x\left(t, t_{0}, x_{0}\right)$ passes through $\left(t_{0}, x_{0}\right)$, that is, the solution $x\left(t, t_{0}, x_{0}\right)$ is such that

$$
\begin{equation*}
x\left(t_{0}, t_{0}, x_{0}\right)=x_{0} \tag{3.1}
\end{equation*}
$$

Here, $\left(t_{0}, x_{0}\right)$ (or sometimes just $x_{0}$ ) denotes "initial data" or "initial condition" in applications. In some experiments in physics, initial condition is associated with initial measurements, such as putting one gallon of acid initially to create certain reactions in some experiments, which inevitably involves some errors. In mathematics, this indicates that the initial data $\left(t_{0}, x_{0}\right)$ is subject to some change, which is the reason why we mentioned in the previous section that $x\left(t, t_{0}, x_{0}\right)$ should be regarded as a function in the three variables $\left(t, t_{0}, x_{0}\right)$. It was also mentioned there that when we say " $x(t)=x\left(t, \tau, \bar{x}_{0}\right)$ is a solution of Eq. (1.7)," we mean $x^{\prime}(t)=f(t, x(t))$ and

$$
x\left(\tau, \tau, \bar{x}_{0}\right)=\bar{x}_{0} .
$$

Now, the question is: As $\left(t_{0}, x_{0}\right)$ changes, what are the changes it will bring to the corresponding solutions? That is, we need to study properties of solutions with respect to the variation in initial data. We will
eventually verify that the solution $x\left(t, t_{0}, x_{0}\right)$ is a continuous and continuously differentiable function in the three variables $\left(t, t_{0}, x_{0}\right)$. However, the notations may get a little complicated if we go to the three variables $\left(t, t_{0}, x_{0}\right)$ right away. Thus we will start with the dependence of solutions with respect to the change in $x_{0}$ only, which will be helpful in understanding other cases.

Before we proceed, let's look at the following example.
Example 2.3.1 Consider the scalar differential equation,

$$
\begin{equation*}
x^{\prime}=x^{2}, \quad x(0)=x_{0}>0, \quad t \geq 0 \tag{3.2}
\end{equation*}
$$

The solution is given by

$$
\begin{equation*}
x(t)=\frac{x_{0}}{1-x_{0} t} \tag{3.3}
\end{equation*}
$$

therefore, it is defined on interval

$$
\begin{equation*}
\left[0, \frac{1}{x_{0}}\right) \tag{3.4}
\end{equation*}
$$

If $x_{0}$ changes arbitrarily, say for example $x_{0}=n \rightarrow \infty$, then the size of the corresponding interval in (3.4), now $\frac{1}{n}$, will go to zero, see Figure $\mathbf{2 . 1 3}$.


Figure 2.13: The solutions of Eq. (3.2) with $x(0)=1,2,3, \cdots$

Hence, the corresponding solutions for $x_{0}=1,2, \cdots$ cannot exist on a common interval with a positive size. However, if $x_{0}$ changes slightly, say
for example $x_{0} \in[1,2]$, then $\frac{1}{x_{0}} \geq \frac{1}{2}$, therefore, the corresponding solutions now exist on a common interval $\left[0, \frac{1}{2}\right]$.

The following theorem verifies the result in Example 2.3.1 for general cases. That is, when $x_{0}$ changes slightly, the corresponding solutions exist on a common interval.

Theorem 2.3.2 Assume that $f(t, x)$ is continuous on a domain $D \subset \Re \times \Re^{n}$ and satisfies a Lipschitz condition (or weak or local Lipschitz condition) with respect to $x$ on $D$. Let $\left(t_{0}, \bar{x}_{0}\right) \in D$. Then there exist constants $d>0$ and $r>0$ such that for any $x_{0} \in B_{d}\left(\bar{x}_{0}\right)=\left\{x \in \Re^{n}:\left|x-\bar{x}_{0}\right| \leq d\right\}$ (called the ball centered at $\bar{x}_{0}$ with radius d), Eq. (1.7) has a unique solution $x\left(t, t_{0}, x_{0}\right)$ on $I=\left(t_{0}-r, t_{0}+r\right)$, that is, the corresponding solutions exist on the common interval I. See Figure 2.14.


Figure 2.14: The solutions exist on a common interval

Proof. First, as the domain $D$ is an open set, there exist positive constants $a, b$, and $d$ such that

$$
\begin{equation*}
R^{*}=\left\{(t, x):\left|t-t_{0}\right| \leq a,\left|x-\bar{x}_{0}\right| \leq b+d\right\} \subset D . \tag{3.5}
\end{equation*}
$$

For any $x_{0} \in B_{d}\left(\bar{x}_{0}\right)$, since $\left|x-\bar{x}_{0}\right| \leq\left|x-x_{0}\right|+\left|x_{0}-\bar{x}_{0}\right| \leq\left|x-x_{0}\right|+d$, we find that

$$
\begin{align*}
R^{\prime} & =\left\{(t, x):\left|t-t_{0}\right| \leq a,\left|x-x_{0}\right| \leq b\right\} \\
& \subset\left\{(t, x):\left|t-t_{0}\right| \leq a,\left|x-\bar{x}_{0}\right| \leq b+d\right\}=R^{*} \subset D . \tag{3.6}
\end{align*}
$$

That is, when $x_{0}$ changes in $B_{d}\left(\bar{x}_{0}\right)$, the set $R^{\prime}=\left\{(t, x):\left|t-t_{0}\right| \leq a\right.$, $\left.\left|x-x_{0}\right| \leq b\right\}$ is always in $R^{*}$, see Figure 2.15.


Figure 2.15: Regions $R^{*}$ and $R^{\prime}$

Now, for any $x_{0} \in B_{d}\left(\bar{x}_{0}\right)$, the set $R^{\prime}$ can be treated as the set $R$ in the proof of Theorem 2.2 .7 to get a unique solution $x\left(t, t_{0}, x_{0}\right)$ on $I^{\prime}=$ $\left(t_{0}-r^{\prime}, t_{0}+r^{\prime}\right)$, where $r^{\prime}=\min \left\{a, \frac{b}{M^{\prime}}\right\}$ with $M^{\prime}=\max _{(t, x) \in R^{\prime}}|f(t, x)|$. Next, define $M=\max _{(t, x) \in R^{*}}|f(t, x)|$. Then $M^{\prime} \leq M$, so that $r=\min \left\{a, \frac{b}{M}\right\} \leq r^{\prime}$ and $r$ is independent of $x_{0} \in B_{d}\left(\bar{x}_{0}\right)$. Therefore, the corresponding solutions exist on the common interval $I=\left(t_{0}-r, t_{0}+r\right)$.

Theorem 2.3.2 also says that there is a correspondence, or a mapping, from a point $x_{0} \in B_{d}\left(\bar{x}_{0}\right)$ to its corresponding solution $x\left(t, t_{0}, x_{0}\right)$ on $I=$ $\left(t_{0}-r, t_{0}+r\right)$. That is, there exists $r>0$ such that for $x_{0}$ in a closed and bounded set, the mapping

$$
\begin{equation*}
x_{0} \longrightarrow x\left(t, t_{0}, x_{0}\right), \quad t \in I=\left(t_{0}-r, t_{0}+r\right) \tag{3.7}
\end{equation*}
$$

is well defined, which maps a point to a function, see Figure 2.16.
For example, in Example 2.3.1, for $x_{0} \in[1,2]$, the mapping is given by

$$
\begin{equation*}
x_{0} \longrightarrow x\left(t, t_{0}, x_{0}\right)=\frac{x_{0}}{1-x_{0} t}, \quad t \in\left[0, \frac{1}{2}\right] . \tag{3.8}
\end{equation*}
$$



Figure 2.16: A mapping from a point $x_{0}$ to a function $x\left(t, t_{0}, x_{0}\right)$

The formula of the solution in (3.8) indicates that the mapping in (3.8) is continuous with respect to $x_{0}$ uniformly for $t \in\left[0, \frac{1}{2}\right]$, which we explain and prove for general cases next.

Theorem 2.3.3 Assume that $f(t, x)$ is continuous on a domain $D \subset \Re \times \Re^{n}$ and satisfies a Lipschitz condition (or weak or local Lipschitz condition) with respect to $x$ on $D$. Let $\left(t_{0}, \bar{x}_{0}\right) \in D$. Then there exist constants $d>0$ and $r>0$ such that the mapping described above in (3.7) is continuous. That is, the solution $x\left(t, t_{0}, x_{0}\right)$ is continuous with respect to $x_{0} \in B_{d}\left(\bar{x}_{0}\right)$ in the following sense: If $y, x_{0} \in B_{d}\left(\bar{x}_{0}\right)$, then $x\left(t, t_{0}, y\right)$ and $x\left(t, t_{0}, x_{0}\right)$ are solutions of Eq. (1.7), and

$$
\begin{equation*}
\lim _{y \rightarrow x_{0}} x\left(t, t_{0}, y\right)=x\left(t, t_{0}, x_{0}\right) \tag{3.9}
\end{equation*}
$$

uniformly for $t \in I=\left(t_{0}-r, t_{0}+r\right)$. See Figure 2.17.

Proof. Let $y, x_{0} \in B_{d}\left(\bar{x}_{0}\right)$, then from Theorem 2.3.2 and Lemma 2.2.1, $x\left(t, t_{0}, y\right)$ and $x\left(t, t_{0}, x_{0}\right)$ are solutions of Eq. (1.7) and are given by

$$
\begin{align*}
x\left(t, t_{0}, y\right) & =y+\int_{t_{0}}^{t} f\left(s, x\left(s, t_{0}, y\right)\right) d s, \quad t \in I  \tag{3.10}\\
x\left(t, t_{0}, x_{0}\right) & =x_{0}+\int_{t_{0}}^{t} f\left(s, x\left(s, t_{0}, x_{0}\right)\right) d s, \quad t \in I \tag{3.11}
\end{align*}
$$



Figure 2.17: Continuity of the mapping with respect to $x_{0}$

Next, we assume a Lipschitz condition (with constant $k$ ) and $t \geq t_{0}$, (other cases are similar). Then we get

$$
\begin{aligned}
\left|x\left(t, t_{0}, y\right)-x\left(t, t_{0}, x_{0}\right)\right| & \leq\left|y-x_{0}\right|+\int_{t_{0}}^{t}\left|f\left(s, x\left(s, t_{0}, y\right)\right)-f\left(s, x\left(s, t_{0}, x_{0}\right)\right)\right| d s \\
& \leq\left|y-x_{0}\right|+k \int_{t_{0}}^{t}\left|x\left(s, t_{0}, y\right)-x\left(s, t_{0}, x_{0}\right)\right| d s
\end{aligned}
$$

hence, Gronwall's inequality implies

$$
\begin{equation*}
\left|x\left(t, t_{0}, y\right)-x\left(t, t_{0}, x_{0}\right)\right| \leq\left|y-x_{0}\right| e^{k\left(t-t_{0}\right)} \leq\left|y-x_{0}\right| e^{k r}, \quad t \in I \tag{3.13}
\end{equation*}
$$

which implies that (3.9) is true uniformly for $t \in I=\left(t_{0}-r, t_{0}+r\right)$. This completes the proof.

The above is the continuous dependence of solutions with respect to $x_{0}$. Next, let's look at the continuous dependence of solutions with respect to $\left(t_{0}, x_{0}\right)$, that is, we will now allow $t_{0}$ to change. Using the same idea as in the proof of Theorem 2.3.2, we can verify that when $\left(t_{0}, x_{0}\right)$ changes a little, the corresponding solutions exist on intervals of the same length.

Theorem 2.3.4 Assume that $f(t, x)$ is continuous on a domain $D \subset \Re \times \Re^{n}$ and satisfies a Lipschitz condition (or weak or local Lipschitz condition) with respect to $x$ on $D . \operatorname{Let}\left(\bar{t}_{0}, \bar{x}_{0}\right) \in D$. Then there exist constants $c>0, d>0$, and $r>0$ such that for any $\left(t_{0}, x_{0}\right) \in\left(\bar{t}_{0}-c, \bar{t}_{0}+c\right) \times B_{d}\left(\bar{x}_{0}\right)$, Eq. (1.7) has a unique solution $x\left(t, t_{0}, x_{0}\right)$ on $I=\left(t_{0}-r, t_{0}+r\right)$, that is, the corresponding solutions exist on the intervals of the same length $2 r$. See Figure 2.18.


Figure 2.18: The solutions exist on the intervals of the same length $2 r$

Proof. Similar to the proof of Theorem 2.3.2, there exist positive constants $a, b, c$, and $d$ such that

$$
\begin{equation*}
R_{1}^{*}=\left\{(t, x):\left|t-\bar{t}_{0}\right| \leq a+c,\left|x-\bar{x}_{0}\right| \leq b+d\right\} \subset D \tag{3.14}
\end{equation*}
$$

Now, for any $\left(t_{0}, x_{0}\right) \in\left(\bar{t}_{0}-c, \bar{t}_{0}+c\right) \times B_{d}\left(\bar{x}_{0}\right)$, the set

$$
\begin{align*}
R^{\prime} & =\left\{(t, x):\left|t-t_{0}\right| \leq a,\left|x-x_{0}\right| \leq b\right\} \\
& \subset\left\{(t, x):\left|t-\bar{t}_{0}\right| \leq a+c,\left|x-\bar{x}_{0}\right| \leq b+d\right\}=R_{1}^{*} \subset D . \tag{3.15}
\end{align*}
$$

That is, when $t_{0}$ changes in $\left(\bar{t}_{0}-c, \bar{t}_{0}+c\right)$ and $x_{0}$ changes in $B_{d}\left(\bar{x}_{0}\right)$, the set $R^{\prime}=\left\{(t, x):\left|t-t_{0}\right| \leq a,\left|x-x_{0}\right| \leq b\right\}$ is always in $R_{1}^{*}$, see Figure 2.19.

The rest of the proof is the same as in Theorem 2.3.2, hence the proof is complete.

The next result says that a common interval can be constructed for these solutions, and on this common interval, these solutions are continuous with respect to $\left(t_{0}, x_{0}\right)$.

Theorem 2.3.5 Assume that $f(t, x)$ is continuous on a domain $D \subset \Re \times \Re^{n}$ and satisfies a Lipschitz condition (or weak or local Lipschitz condition) with respect to $x$ on $D$. Let $\left(\bar{t}_{0}, \bar{x}_{0}\right) \in D$. Then there exist constants $\delta>0, \delta^{\prime}>0$, and $d>0$ such that the solutions of Eq. (1.7) with $\left(t_{0}, x_{0}\right) \in\left(\bar{t}_{0}-\delta, \bar{t}_{0}+\delta\right) \times$ $B_{d}\left(\bar{x}_{0}\right)$ exist on a common interval $I=\left(\bar{t}_{0}-\delta^{\prime}, \bar{t}_{0}+\delta^{\prime}\right)$. And the solution


Figure 2.19: Regions $R_{1}^{*}$ and $R^{\prime}$
$x\left(t, t_{0}, x_{0}\right)$ is continuous with respect to $\left(t_{0}, x_{0}\right) \in\left(\bar{t}_{0}-\delta, \bar{t}_{0}+\delta\right) \times B_{d}\left(\bar{x}_{0}\right)$ in the following sense: If $(\tau, y),\left(t_{0}, x_{0}\right) \in\left(\bar{t}_{0}-\delta, \bar{t}_{0}+\delta\right) \times B_{d}\left(\bar{x}_{0}\right)$, then

$$
\begin{equation*}
\lim _{(\tau, y) \rightarrow\left(t_{0}, x_{0}\right)} x(t, \tau, y)=x\left(t, t_{0}, x_{0}\right) \tag{3.16}
\end{equation*}
$$

uniformly for $t \in I=\left(\bar{t}_{0}-\delta^{\prime}, \bar{t}_{0}+\delta^{\prime}\right)$. See Figure 2.20.
Proof. Let the positive constants $c, d$, and $r$ be from Theorem 2.3.4 and let $0<\delta<\min \{r, c\}$ and define $\delta^{\prime}=r-\delta>0$. Then the solutions of Eq. (1.7) with $\left(t_{0}, x_{0}\right) \in\left(\bar{t}_{0}-\delta, \bar{t}_{0}+\delta\right) \times B_{d}\left(\bar{x}_{0}\right)$ exist on the common interval $I=\left(\bar{t}_{0}-\delta^{\prime}, \bar{t}_{0}+\delta^{\prime}\right)$ because $I \subset\left(t_{0}-r, t_{0}+r\right)$.

To prove the continuity, let $(\tau, y),\left(t_{0}, x_{0}\right) \in\left(\bar{t}_{0}-\delta, \bar{t}_{0}+\delta\right) \times B_{d}\left(\bar{x}_{0}\right)$ and note from Lemma 2.2 .1 that solutions $x(t, \tau, y)$ and $x\left(t, t_{0}, x_{0}\right)$ are given by

$$
\begin{align*}
x(t, \tau, y) & =y+\int_{\tau}^{t} f(s, x(s, \tau, y)) d s, \quad t \in I  \tag{3.17}\\
x\left(t, t_{0}, x_{0}\right) & =x_{0}+\int_{t_{0}}^{t} f\left(s, x\left(s, t_{0}, x_{0}\right)\right) d s, \quad t \in I \tag{3.18}
\end{align*}
$$

Next, we assume a Lipschitz condition (with constant $k$ ) and $t \geq t_{0} \geq \tau$, (other cases are similar). From the proof of Theorem 2.3.4, solutions $x(t, \tau, y)$


Figure 2.20: Solutions are continuous with respect to ( $t_{0}, x_{0}$ )
and $x\left(t, t_{0}, x_{0}\right)$ are in a closed and bounded set $R_{1}^{*}$ defined in (3.14), hence there is a $M>0$ such that $|f(t, x(t, \tau, y))| \leq M, t \in I$. Then we get, for $t \in I$,

$$
\begin{aligned}
\left|x(t, \tau, y)-x\left(t, t_{0}, x_{0}\right)\right| \leq & \left|y-x_{0}\right|+\int_{\tau}^{t_{0}}|f(s, x(s, \tau, y))| d s \\
& \quad+\int_{t_{0}}^{t}\left|f(s, x(s, \tau, y))-f\left(s, x\left(s, t_{0}, x_{0}\right)\right)\right| d s \\
\leq & \left|y-x_{0}\right|+M\left|t_{0}-\tau\right|+k \int_{t_{0}}^{t}\left|x(s, \tau, y)-x\left(s, t_{0}, x_{0}\right)\right| d s,
\end{aligned}
$$

hence, Gronwall's inequality implies

$$
\begin{aligned}
\left|x(t, \tau, y)-x\left(t, t_{0}, x_{0}\right)\right| & \leq\left(\left|y-x_{0}\right|+M\left|t_{0}-\tau\right|\right) e^{k\left(t-t_{0}\right)} \\
& \leq\left(\left|y-x_{0}\right|+M\left|t_{0}-\tau\right|\right) e^{k 2 r}, \quad t \in I,
\end{aligned}
$$

which implies that (3.16) is true uniformly for $t \in I=\left(\bar{t}_{0}-\delta^{\prime}, \bar{t}_{0}+\delta^{\prime}\right)$. This completes the proof.

Finally, since a solution $x\left(t, t_{0}, x_{0}\right)$ is also continuous in $t$, and, according to Theorem 2.3.5, is continuous in $\left(t_{0}, x_{0}\right)$ uniformly for $t$, we have the following result stating that $x\left(t, t_{0}, x_{0}\right)$ is a continuous function in its three variables $\left(t, t_{0}, x_{0}\right)$, the proof is left as an exercise.

Theorem 2.3.6 Assume that $f(t, x)$ is continuous on a domain $D \subset \Re \times \Re^{n}$ and satisfies a Lipschitz condition (or weak or local Lipschitz condition) with respect to $x$ on $D . \operatorname{Let}\left(\bar{t}_{0}, \bar{x}_{0}\right) \in D$. Then there exist constants $\delta>0, \delta^{\prime}>0$, and $d>0$ such that the solution $x\left(t, t_{0}, x_{0}\right)$ of Eq. (1.7) is a continuous function in its variables $\left(t, t_{0}, x_{0}\right)$ in $\left(\bar{t}_{0}-\delta^{\prime}, \bar{t}_{0}+\delta^{\prime}\right) \times\left(\bar{t}_{0}-\delta, \bar{t}_{0}+\delta\right) \times B_{d}\left(\bar{x}_{0}\right)$. That is, if $\left(t_{1}, t_{0}, x_{0}\right),\left(t_{2}, \tau, y\right) \in\left(\bar{t}_{0}-\delta^{\prime}, \bar{t}_{0}+\delta^{\prime}\right) \times\left(\bar{t}_{0}-\delta, \bar{t}_{0}+\delta\right) \times B_{d}\left(\bar{x}_{0}\right)$, then

$$
\begin{equation*}
\lim _{\left(t_{2}, \tau, y\right) \rightarrow\left(t_{1}, t_{0}, x_{0}\right)} x\left(t_{2}, \tau, y\right)=x\left(t_{1}, t_{0}, x_{0}\right) \tag{3.19}
\end{equation*}
$$

In applications, the process of collecting initial values involve some errors. For example, when weighing one gallon of water, there is no guarantee that the measurement is exactly one gallon every time. That is, in applications, real data always have some inherent uncertainty and initial values taken from real data are never known precisely. Theorems 2.3.3, 2.3.5, and 2.3.6 indicate that if the initial error is small, or if the situation changes a little, then the corresponding solution changes a little, or the change is continuous. Differential equations have this good property so they can be used to model real situations effectively. This continuity property is studied here for $t$ on a finite interval. Later, we will study a stronger version of this property, called stability, which is basically the same "continuity" property but for $t$ on $\left[t_{0}, \infty\right)$.

Next, we look at the differential equations with parameter,

$$
\begin{equation*}
x^{\prime}(t)=f(t, x(t), \mu), \quad x\left(t_{0}\right)=x_{0} \tag{3.20}
\end{equation*}
$$

where $\mu$ is a parameter in a domain $D_{0} \subset \Re^{k}, k \geq 1$. We have already seen these type of differential equations. For example, in Chapter 1, the logistic equation $x^{\prime}=a x[C-x]$ can be regarded as a differential equation with parameters $a$ and $C$; the Lotka-Volterra competition equation can be regarded as a differential equation with parameters $\beta_{1}, \mu_{1}, \beta_{2}, \mu_{2}$; and the motion of a simple pendulum can be regarded as a differential equation with parameters $k$ and $q$.

Differential equations with parameters are very important in applications, especially in control theory and bifurcation. For example, for equation $x^{\prime}=\mu-x^{2}$ where $\mu$ is a parameter (regarded as a control parameter of the system), we have seen in Example 1.3.2 of Section 3 in Chapter 1 that when $\mu$ is varied, critical points (solutions of $x^{\prime}=0$ ) can be created and destroyed, thus bifurcations will occur.

In Eq. (3.20), for each fixed $\mu \in D_{0}$, it is assumed that $f(t, x, \mu)$ satisfies the same conditions as in Picard's existence and uniqueness theorem 2.2.7. In other words, when $\mu$ is fixed, Eq. (3.20) is treated as a regular differential equation without a parameter. Thus, for each $\left(t_{0}, x_{0}, \mu\right)$, we immediately have the existence and uniqueness of a solution

$$
x(t)=x\left(t, t_{0}, x_{0}, \mu\right)
$$

for Eq. (3.20). Now, from the results of Theorem 2.3.3, we expect the solution $x(t)=x\left(t, t_{0}, x_{0}, \mu\right)$ to be continuous with respect to $\left(x_{0}, \mu\right)$ in the sense described in Theorem 2.3.3. For example, for the logistic equation $x^{\prime}=a x[C-x]$ where $a$ and $C$ are regarded as parameters, the solution

$$
\begin{equation*}
x(t)=\frac{C x_{0}}{x_{0}+\left[C-x_{0}\right] e^{-a C\left(t-t_{0}\right)}}, \quad t \geq t_{0}, \tag{3.21}
\end{equation*}
$$

given in Chapter 1 is certainly continuous in $a$ and $C$. Let's look at one more example.

Example 2.3.7 Similar to Example 2.3.1, let's consider the scalar differential equation,

$$
\begin{equation*}
x^{\prime}=\mu x^{2}, \quad x(0)=x_{0}>0, \quad \mu \in(0, \infty), \quad t \geq 0 . \tag{3.22}
\end{equation*}
$$

For any fixed $\mu \in(0, \infty)$, the solution is given by

$$
\begin{equation*}
x(t)=\frac{x_{0}}{1-\mu x_{0} t}, \tag{3.23}
\end{equation*}
$$

therefore, it is defined on interval

$$
\begin{equation*}
\left[0, \frac{1}{\mu x_{0}}\right) . \tag{3.24}
\end{equation*}
$$

If $x_{0}$ or $\mu$ changes arbitrarily, then similar to Example 2.3.1, the corresponding solutions cannot exist on a common interval. However, if $x_{0}$ and $\mu$ change slightly, say for example $x_{0} \in[1,2]$ and $\mu \in[3,4]$, then $\frac{1}{\mu x_{0}} \geq \frac{1}{4 \times 2}=\frac{1}{8}$. Therefore, the corresponding solutions now exist on a common interval $\left[0, \frac{1}{8}\right]$, and (3.23) indicates that in this case the solution is continuous with respect to ( $x_{0}, \mu$ ) uniformly for $t \in\left[0, \frac{1}{8}\right]$.

In general, we have the following result.

Theorem 2.3.8 Assume that $f(t, x, \mu)$ is continuous on a domain $D \times D_{0} \subset$ $\Re \times \Re^{n} \times \Re^{k}(D$ is from Theorem 2.2.7) and satisfies a Lipschitz condition (or weak or local Lipschitz condition) with respect to $x$ on $D \times D_{0}$, where the Lipschitz constant $k$ is independent of $\mu$, that is,

$$
|f(t, x, \mu)-f(t, y, \mu)| \leq k|x-y|
$$

for all $\mu \in D_{0}$. Let $\left(t_{0}, \bar{x}_{0}\right) \in D$ and let $D_{00} \subset D_{0}$ be any closed and bounded set. Then there exist constants $d>0$ and $r>0$ such that for any $x_{0} \in B_{d}\left(\bar{x}_{0}\right)$ and any $\mu \in D_{00}$, Eq. (3.20) has a unique solution $x\left(t, t_{0}, x_{0}, \mu\right)$ on $I=\left(t_{0}-r, t_{0}+r\right)$. Moreover, the solution $x\left(t, t_{0}, x_{0}, \mu\right)$ is continuous with respect to $\left(x_{0}, \mu\right) \in B_{d}\left(\bar{x}_{0}\right) \times D_{00}$ in the following sense: if $(y, \lambda),\left(x_{0}, \mu\right) \in$ $B_{d}\left(\bar{x}_{0}\right) \times D_{00}$, then

$$
\begin{equation*}
\lim _{(y, \lambda) \rightarrow\left(x_{0}, \mu\right)} x\left(t, t_{0}, y, \lambda\right)=x\left(t, t_{0}, x_{0}, \mu\right) \tag{3.25}
\end{equation*}
$$

uniformly for $t \in I=\left(t_{0}-r, t_{0}+r\right)$.
Proof. The proof of the first conclusion (existence and uniqueness) is similar to that of Theorem 2.3.2, because now we can find positive constants $a, b$, and $d$ such that

$$
R^{\star}=\left\{(t, x, \mu):\left|t-t_{0}\right| \leq a,\left|x-\bar{x}_{0}\right| \leq b+d, \mu \in D_{00}\right\} \subset D \times D_{0}
$$

Then we define $M=\max _{(t, x, \mu) \in R^{\star}}|f(t, x, \mu)|$ to get $I=\left(t_{0}-r, t_{0}+r\right)$ with $r=\min \left\{a, \frac{b}{M}\right\}$.

To get the second conclusion (continuity), let $(y, \lambda),\left(x_{0}, \mu\right) \in B_{d}\left(\bar{x}_{0}\right) \times$ $D_{00}$. Note from Lemma 2.2.1 that solutions $x\left(t, t_{0}, y, \lambda\right)$ and $x\left(t, t_{0}, x_{0}, \mu\right)$ are given by

$$
\begin{align*}
x\left(t, t_{0}, y, \lambda\right) & =y+\int_{t_{0}}^{t} f\left(s, x\left(s, t_{0}, y, \lambda\right), \lambda\right) d s, \quad t \in I  \tag{3.26}\\
x\left(t, t_{0}, x_{0}, \mu\right) & =x_{0}+\int_{t_{0}}^{t} f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \mu\right) d s, \quad t \in I \tag{3.27}
\end{align*}
$$

In the following, we assume a Lipschitz condition (with constant $k$ ) and $t \geq t_{0}$, because other cases are similar. Then we get, for $t \in I$,

$$
\begin{aligned}
& \left|x\left(t, t_{0}, y, \lambda\right)-x\left(t, t_{0}, x_{0}, \mu\right)\right| \\
& \leq\left|y-x_{0}\right|+\int_{t_{0}}^{t}\left|f\left(s, x\left(s, t_{0}, y, \lambda\right), \lambda\right)-f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \mu\right)\right| d s
\end{aligned}
$$

$$
\begin{align*}
& \leq\left|y-x_{0}\right|+\int_{t_{0}}^{t} \mid f\left(s, x\left(s, t_{0}, y, \lambda\right), \lambda\right)-f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \lambda\right) \\
& +f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \lambda\right)-f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \mu\right) \mid d s \\
& \leq\left|y-x_{0}\right|+k \int_{t_{0}}^{t}\left|x\left(s, t_{0}, y, \lambda\right)-x\left(s, t_{0}, x_{0}, \mu\right)\right| d s \\
& +\int_{t_{0}}^{t}\left|f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \lambda\right)-f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \mu\right)\right| d s \\
& \leq\left|y-x_{0}\right|+k\left|t-t_{0}\right| \max _{s \in I}\left|x\left(s, t_{0}, y, \lambda\right)-x\left(s, t_{0}, x_{0}, \mu\right)\right| \\
& +\left|t-t_{0}\right| \max _{s \in I}\left|f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \lambda\right)-f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \mu\right)\right| \\
& \leq\left|y-x_{0}\right|+k r \max _{s \in I}\left|x\left(s, t_{0}, y, \lambda\right)-x\left(s, t_{0}, x_{0}, \mu\right)\right| \\
& +r \max _{s \in I}\left|f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \lambda\right)-f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \mu\right)\right| . \tag{3.28}
\end{align*}
$$

Next, we require $r$ to be small such that $k r \leq \frac{1}{2}$. Then (3.28) becomes

$$
\begin{align*}
& \frac{1}{2} \max _{t \in I}\left|x\left(t, t_{0}, y, \lambda\right)-x\left(t, t_{0}, x_{0}, \mu\right)\right| \leq\left|y-x_{0}\right| \\
& +r \max _{s \in I}\left|f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \lambda\right)-f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \mu\right)\right| \tag{3.29}
\end{align*}
$$

Now, as $f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \lambda\right)$ is continuous for $(s, \lambda)$ in the closed and bounded set $\left[t_{0}-r, t_{0}+r\right] \times D_{00}$, it is uniformly continuous. Therefore, taking a limit as $(y, \lambda) \rightarrow\left(x_{0}, \mu\right)$ in (3.29), we get

$$
\begin{aligned}
& \lim _{(y, \lambda) \rightarrow\left(x_{0}, \mu\right)} \frac{1}{2} \max _{t \in I}\left|x\left(t, t_{0}, y, \lambda\right)-x\left(t, t_{0}, x_{0}, \mu\right)\right| \leq \lim _{(y, \lambda) \rightarrow\left(x_{0}, \mu\right)}\left\{\left|y-x_{0}\right|\right. \\
& \left.+r \max _{s \in I}\left|f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \lambda\right)-f\left(s, x\left(s, t_{0}, x_{0}, \mu\right), \mu\right)\right|\right\}=0
\end{aligned}
$$

which completes the proof.

Another way to see why Theorem 2.3 .8 is true is to use the fact that $\mu$ is fixed, such that we can rewrite Eq. (3.20) as

$$
\left\{\begin{array}{l}
x^{\prime}(t)=f(t, x(t), \mu(t))  \tag{3.30}\\
\mu^{\prime}(t)=0 \\
x\left(t_{0}\right)=x_{0}, \mu\left(t_{0}\right)=\mu
\end{array}\right.
$$

That is, we "stack" the parameter $\mu$ (in $\Re^{k}$ ) to $x$ and come up with a differential equation about $(x, \mu)$ in $\Re^{n+k}$ where $\mu$ is actually a constant.

Now, Eq. (3.30) is a differential equation in the variables $(x, \mu) \in \Re^{n+k}$ without parameters, so Eq. (3.30) can be regarded as a special case of the general differential equation (1.7). Thus Theorems 2.3.2 and 2.3 .3 can be applied to obtain the continuity of solutions of Eq. (3.30) with respect to $\left(x\left(t_{0}\right), \mu\left(t_{0}\right)\right)=\left(x_{0}, \mu\right)$, which is the same as the continuity of solutions of Eq. (3.20) with respect to $\left(x_{0}, \mu\right)$. But, anyway, we proved Theorem 2.3.8 directly in case you want to see a "real proof" dealing with parameters.

The continuity of solutions of Eq. (3.20) with respect to $\left(t, t_{0}, x_{0}, \mu\right)$ is left as an exercise.

Next, we verify that if $f(t, x, \mu)$ is continuously differentiable with respect to $(x, \mu)$, then $x\left(t, t_{0}, x_{0}, \mu\right)$ is also continuously differentiable with respect to $\left(x_{0}, \mu\right)$, which is certainly the case for the solutions given in Examples 2.3.1 and 2.3.7. To this end, we introduce the following result which is a useful replacement of the mean value theorem of scalar functions when dealing with vector functions.

Lemma 2.3.9 Assume $f(t, x): \Re \times D_{1} \subset \Re \times \Re^{n} \rightarrow \Re^{n}$, and has continuous partial derivatives, where $x=\left(x^{1}, x^{2}, \cdots, x^{n}\right)$ and the domain $D_{1} \subset \Re^{n}$ is convex, that is, $x_{1}, x_{2} \in D_{1}$ implies $\lambda x_{1}+(1-\lambda) x_{2} \in D_{1}$ for $0 \leq \lambda \leq 1$. Then there exist continuous (vector) functions $f_{k}\left(t, x_{1}, x_{2}\right), k=1, \cdots, n$, on $\Re \times D_{1} \times D_{1}$ such that

$$
\begin{equation*}
f_{k}(t, x, x)=\frac{\partial f}{\partial x^{k}}(t, x), f\left(t, x_{2}\right)-f\left(t, x_{1}\right)=\sum_{k=1}^{n} f_{k}\left(t, x_{1}, x_{2}\right)\left(x_{2}^{k}-x_{1}^{k}\right) \tag{3.31}
\end{equation*}
$$

The functions $f_{k}$ are given by

$$
\begin{equation*}
f_{k}\left(t, x_{1}, x_{2}\right)=\int_{0}^{1} \frac{\partial f}{\partial x^{k}}\left(t, s x_{2}+(1-s) x_{1}\right) d s \tag{3.32}
\end{equation*}
$$

Proof. Now, we can define $F(s)=f\left(t, s x_{2}+(1-s) x_{1}\right)$ for $s \in[0,1]$ and $x_{1}, x_{2} \in D_{1}$. Then

$$
F^{\prime}(s)=\sum_{k=1}^{n}\left(x_{2}^{k}-x_{1}^{k}\right) \frac{\partial f}{\partial x^{k}}\left(t, s x_{2}+(1-s) x_{1}\right)
$$

Thus we obtain, for $f_{k}$ defined in (3.32),

$$
f\left(t, x_{2}\right)-f\left(t, x_{1}\right)=F(1)-F(0)=\int_{0}^{1} F^{\prime}(s) d s
$$

$$
\begin{aligned}
& =\sum_{k=1}^{n}\left(x_{2}^{k}-x_{1}^{k}\right) \int_{0}^{1} \frac{\partial f}{\partial x^{k}}\left(t, s x_{2}+(1-s) x_{1}\right) d s \\
& =\sum_{k=1}^{n} f_{k}\left(t, x_{1}, x_{2}\right)\left(x_{2}^{k}-x_{1}^{k}\right)
\end{aligned}
$$

which gives (3.31). This completes the proof.

Theorem 2.3.10 Assume that $f(t, x, \mu)$ is continuous on $D \times D_{0} \subset \Re \times$ $\Re^{n} \times \Re^{k}$ ( $D$ is from Theorem 2.2.7) and is continuously differentiable with respect to $(x, \mu)$, then the solution $x\left(t, t_{0}, x_{0}, \mu\right)$ of Eq. (3.20) is continuously differentiable with respect to $\left(x_{0}, \mu\right)$ in its interval of existence.

Proof. We have seen that Eq. (3.20) can be reformulated as Eq. (3.30) without parameters, and Eq. (3.30) can be regarded as a special case of the general Eq. (1.7), thus we only need to prove the results for Eq. (1.7), which in turn implies the corresponding results for the solutions of Eq. (3.20). That is, let $\left(t_{0}, \eta\right) \in D$ and let $x\left(t, t_{0}, \eta\right)$ be the solution of Eq. (1.7) with $x\left(t_{0}\right)=\eta$, then we need to prove that $x\left(t, t_{0}, \eta\right)$ is continuously differentiable with respect to $\eta$, or $\frac{\partial x\left(t, t_{0}, \eta\right)}{\partial \eta_{i}}$ exists and is continuous in $\eta$ for $i=1,2, \cdots, n$.

Notice from Theorem 2.3.2 that there is an $r>0$ such that for sufficiently small scalar $h$,

$$
\begin{equation*}
x_{h}(t)=x\left(t, t_{0}, \eta+h e_{i}\right) \tag{3.33}
\end{equation*}
$$

is a solution (passing through $\left(t_{0}, \eta+h e_{i}\right)$ ) defined on $I=\left(t_{0}-r, t_{0}+r\right)$, where $\left\{e_{i}\right\}$ is the standard unit basis of $\Re^{n}$. From Theorem 2.3.3,

$$
\begin{equation*}
x_{h}(t) \rightarrow x(t)=x\left(t, t_{0}, \eta\right), \quad h \rightarrow 0 \tag{3.34}
\end{equation*}
$$

uniformly on the interval $I$. Define

$$
\begin{equation*}
w_{h}(t)=\frac{x_{h}(t)-x(t)}{h}, \quad h \neq 0 \tag{3.35}
\end{equation*}
$$

then, to prove the existence and continuity of $\frac{\partial x\left(t, t_{0}, \eta\right)}{\partial \eta_{i}}$, we need to prove that $\lim _{h \rightarrow 0} w_{h}(t)$ exists and is continuous in $\eta$.

Now, using Lemma 2.3.9,

$$
w_{h}^{\prime}(t)=\frac{1}{h}\left[x_{h}(t)-x(t)\right]^{\prime}=\frac{1}{h}\left[f\left(t, x_{h}(t)\right)-f(t, x(t))\right]
$$

$$
\begin{align*}
& =\frac{1}{h} \sum_{k=1}^{n} f_{k}\left(t, x(t), x_{h}(t)\right)\left[x_{h}^{k}(t)-x^{k}(t)\right]  \tag{3.36}\\
& \stackrel{\text { def }}{=} A(t ; h) \frac{1}{h}\left[x_{h}(t)-x(t)\right] \\
& =A(t ; h) w_{h}(t) \tag{3.37}
\end{align*}
$$

where $A(t ; h)$ is the matrix from (3.36) such that the $k$ th column is the vector $f_{k}\left(t, x(t), x_{h}(t)\right)$. Thus, for $h \neq 0, w_{h}(t)$ is a solution of the homogeneous linear differential equation with a parameter $h$,

$$
\begin{equation*}
y^{\prime}(t)=A(t ; h) y(t), \quad y\left(t_{0}\right)=e_{i} \tag{3.38}
\end{equation*}
$$

For Eq. (3.38), $h$ can be zero, in which case we have, from Lemma 2.3.9,

$$
\begin{equation*}
\left.A(t ; h)\right|_{h=0}=A(t ; 0)=\frac{\partial f}{\partial x}(t, x(t))=\frac{\partial f}{\partial x}\left(t, x\left(t, t_{0}, \eta\right)\right) \tag{3.39}
\end{equation*}
$$

Now, the proof in Theorems 2.2.7 and 2.3.2 indicate that for $r$ and $h$ small, the solutions $x(t)=x\left(t, t_{0}, \eta\right)$ and $x_{h}(t)=x\left(t, t_{0}, \eta+h e_{i}\right)$ are all inside a closed, bounded, and convex set $R \subset D$. Moreover, $\frac{\partial f(t, x)}{\partial x}$ is continuous and hence is bounded on $R$, thus the matrix $A(t ; h)$ is continuous and bounded for $t \in I=\left(t_{0}-r, t_{0}+r\right)$ when $h$ is small, and $A(t ; h) \rightarrow A(t ; 0)$ as $h \rightarrow 0$. Therefore, on $\left(t_{0}-r, t_{0}+r\right) \times \Re^{n}$, Eq. (3.38) satisfies a (global) Lipschitz condition independently of small parameter $h$. Hence, Theorem 2.3.8 implies that the solutions of Eq. (3.38) are continuous with respect to the parameter $h$. That is, when the parameter $h \rightarrow 0$, the unique solution $w_{h}(t)$ of Eq. (3.38) satisfies

$$
\begin{equation*}
w_{h}(t) \rightarrow w(t), \quad h \rightarrow 0 \tag{3.40}
\end{equation*}
$$

where $w(t)$ is the unique solution of Eq. (3.38) with $h=0$, that is, $w(t)$ is the unique solution of

$$
\begin{equation*}
w^{\prime}(t)=A(t ; 0) w(t)=\left[\frac{\partial f}{\partial x}\left(t, x\left(t, t_{0}, \eta\right)\right)\right] w(t), \quad w\left(t_{0}\right)=e_{i} \tag{3.41}
\end{equation*}
$$

Therefore, $x\left(t, t_{0}, \eta\right)$ has a partial derivative with respect to $\eta$ since $\lim _{h \rightarrow 0} w_{h}(t)=w(t)$ exists. To get the continuity of this derivative, we need to check the continuity of $w(t)$ with respect to $\eta$. To this end, we can regard Eq. (3.41) as an equation with the parameter $\eta$ and apply Theorem 2.3.8 again to obtain the continuity of $w(t)$ with respect to $\eta$. This completes the proof.

Corollary 2.3.11 Assume that $f(t, x)$ is continuous in $(t, x)$ and continuously differentiable in $x \in \Re^{n}$, then the corresponding solution $x=x\left(t, t_{0}, x_{0}\right)$ (in its interval of existence) is continuously differentiable in $x_{0}$, and the $n \times n$ matrix $J\left(t, t_{0}, x_{0}\right)=\frac{\partial x\left(t, t_{0}, x_{0}\right)}{\partial x_{0}}$ is the solution of

$$
J^{\prime}\left(t, t_{0}, x_{0}\right)=\frac{\partial f}{\partial x}\left(t, x\left(t, t_{0}, x_{0}\right)\right) J\left(t, t_{0}, x_{0}\right), \quad J\left(t_{0}, t_{0}, x_{0}\right)=E,
$$

where $E$ is the $n \times n$ unit or identity matrix.
The differentiability of solutions with respect to $t_{0}$ is left as an exercise. In fact, if $f$ is analytic, as are the cases in most applications, then the corresponding solutions are also analytic. Use Picard's approximations to prove this and argue that each successive approximation is analytic, and hence a solution, which is the uniform limit of these analytic functions, is also analytic. We leave it to you to find the conditions and formulate and prove the results.

## Exercises 2.3

1. Consider

$$
\begin{array}{rll}
x^{\prime}(t) & =F(t, x(t)), & x\left(t_{0}\right)=x_{0}, \quad t \in\left[t_{0}, t_{0}+T\right], \\
y^{\prime}(t) & =G(t, y(t)), & y\left(t_{0}\right)=y_{0}, \quad t \in\left[t_{0}, t_{0}+T\right] .
\end{array}
$$

If $|F(t, w)-G(t, w)| \leq \varepsilon$, and $F$ or $G$ satisfies a Lipschitz condition, then show that

$$
|x(t)-y(t)| \leq\left[\left|x_{0}-y_{0}\right|+\varepsilon T\right] e^{T k}
$$

where $k$ is the corresponding Lipschitz constant. Roughly speaking, this result says that if $\left|x_{0}-y_{0}\right| \rightarrow 0$ and $|F-G| \rightarrow 0$, then $|x-y| \rightarrow 0$.
2. Let $\left\{f_{m}(t, x)\right\}$ be a sequence of continuous functions defined on $R=$ $\left\{(t, x):\left|t-t_{0}\right| \leq a,\left|x-x_{0}\right| \leq b\right\}$ for some positive constants $a$ and $b$, and let $x_{m}(t)$ be a solution of

$$
x_{m}^{\prime}(t)=f_{m}\left(t, x_{m}(t)\right), \quad x_{m}\left(t_{m}\right)=x_{m}^{0}, \quad t \in\left[t_{0}-a, t_{0}+a\right],
$$

where $t_{m} \rightarrow t_{0}, x_{m}^{0} \rightarrow x_{0}$ as $m \rightarrow \infty$. If

$$
f(t, x)=\lim _{m \rightarrow \infty} f_{m}(t, x)
$$

uniformly on $R$ and if

$$
x^{\prime}(t)=f(t, x(t)), \quad x\left(t_{0}\right)=x_{0}
$$

has a unique solution $x$ on $\left[t_{0}-a, t_{0}+a\right]$, then show that

$$
x(t)=\lim _{m \rightarrow \infty} x_{m}(t)
$$

uniformly on $\left[t_{0}-a, t_{0}+a\right]$.
3. Prove Theorem 2.3.6.
4. Formulate the conditions and prove the continuity of solutions with respect to $\left(t, t_{0}, x_{0}, \mu\right)$.
5. Formulate the conditions and prove the differentiability of solutions with respect to $t_{0}$.
6. Formulate the conditions and prove the analyticity of solutions when $f$ is analytic.
7. Can you prove the continuity and differentiability of solutions with respect to the variables using Picard's approximations?
8. Prove Corollary 2.3.11.

### 2.4 Maximal Interval of Existence

From Theorem 2.2.7, we know that under some Lipschitz conditions, the differential Eq. (1.7) has a unique solution $x(t)=x\left(t, t_{0}, x_{0}\right)$ on an interval $I=\left(t_{0}-r, t_{0}+r\right)$ for some $r>0$. However, $x(t)$ may exist on an interval that is larger than $I=\left(t_{0}-r, t_{0}+r\right)$, or $x(t)$ may even exist on the whole $t$-interval $(-\infty, \infty)$.

For example, for the differential equation $x^{\prime}(t)=x^{2}(t), x(0)=1$, in Example 2.2.8, using the region $R$ selected there, we derive $r \leq \frac{1}{4}$, thus, $I=\left(t_{0}-r, t_{0}+r\right) \subset\left(-\frac{1}{4}, \frac{1}{4}\right)$. However, the solution is given by $x(t)=$ $(1-t)^{-1}$ and hence is defined on the interval $(-\infty, 1)$. The solutions of the linear differential equation $x^{\prime}(t)=k(t) x(t)+f(t)$ given in Chapter 1 exist on $(-\infty, \infty)$.

Therefore, the question here is: What is the largest interval on which $x(t)$ is a unique solution? To answer this question, we first define what do we mean by "the largest interval."

Definition 2.4.1 For a differential equation (such as Eq. (1.7)), if $x(t)$ is a unique solution defined on an interval $q$, and if there is no interval $p$ such that $q \subset p, q \neq p$, and $x(t)$ is also a unique solution of the same differential equation on $p$, then $q$ is called the maximal interval of existence of $x(t)$.

In other words, $q$ is the largest or maximal interval of existence of a solution $x$ if there is no interval of existence of $x$ that properly contains $q$. In applications in biology, chemistry, and physics, the variable $t$ in a differential equation means the "time," and "time goes on." So in this section we sometimes only consider the maximal interval of existence of a solution to the right-hand side of an "initial time," such as $t_{0}$ in Eq. (1.7). The same results can be obtained to the left-hand side as well.

In order to find the maximal intervals of existence, let's look at the following situation: If $x(t)$ is a solution of an equation which is defined on a domain $D$, and if $(t, x(t))$ has a limit that is inside the domain $D$ when $t$ approaches a finite value, then this limit of $(t, x(t))$ can be regarded as an initial point from which another solution $u(t)$ can be derived. Now, we may glue the two solutions $x(t)$ and $u(t)$ such that $x(t)$ can be extended. Accordingly, we have the following result.

Theorem 2.4.2 (Extension) Assume that $f(t, x)$ is continuous on a domain $D \subset \Re \times \Re^{n}$ and satisfies a Lipschitz condition (or weak or local Lipschitz condition) with respect to $x$ on $D$. Let $\left(t_{0}, x_{0}\right) \in D$ and let $x(t)=$ $x\left(t, t_{0}, x_{0}\right)$ be the unique solution of Eq. (1.7) on an interval $\left[t_{0}, d\right)$ with $d<\infty$. If $\lim _{t \rightarrow d^{-}} x(t)$ exists with $\left(d, x_{d}\right) \in D$, where $x_{d}=\lim _{t \rightarrow d^{-}} x(t)$, then there exists a $\delta>0$ such that $x(t)$ can be extended to become a unique solution of Eq. (1.7) on $\left[t_{0}, d+\delta\right)$. That is, there is a function $y(t)$ defined on $\left[t_{0}, d+\delta\right)$ such that $y(t)$ is the unique solution of $E q$. (1.7) on $\left[t_{0}, d+\delta\right)$, and $y(t)=x(t)$ for $t \in\left[t_{0}, d\right)$. See Figure 2.21.

Proof. Since $\left(d, x_{d}\right) \in D$, we can treat $\left(d, x_{d}\right)$ as an initial point in Theorem 2.2.7 to conclude that there exists a $\delta>0$ and a unique solution $u(t)$ on $[d, d+\delta)$ with $u(d)=x_{d}$. Now we "glue $x(t)$ and $u(t)$ together" (see Figure $2.21)$ by defining

$$
y(t)= \begin{cases}x(t), & t \in\left[t_{0}, d\right)  \tag{4.1}\\ u(t), & t \in[d, d+\delta)\end{cases}
$$

For $t \in\left[t_{0}, d\right), y^{\prime}(t)=x^{\prime}(t)=f(t, x(t))=f(t, y(t)) ;$ for $t \in(d, d+$ $\delta), y^{\prime}(t)=u^{\prime}(t)=f(t, u(t))=f(t, y(t))$. Next, let's check the derivative of


Figure 2.21: Glue $x(t)$ and $u(t)$ together
$y(t)$ at $t=d$. To do this, we observe that

$$
\begin{align*}
\text { for } t \in\left[t_{0}, d\right): y(t) & =x(t)=x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s \\
& =\left[x_{0}+\int_{t_{0}}^{d} f(s, x(s)) d s\right]+\int_{d}^{t} f(s, x(s)) d s \\
& =\lim _{t \rightarrow d^{-}} x(t)+\int_{d}^{t} f(s, x(s)) d s \\
& =x_{d}+\int_{d}^{t} f(s, x(s)) d s \\
& =y(d)+\int_{d}^{t} f(s, y(s)) d s  \tag{4.2}\\
\text { for } t \in(d, d+\delta): y(t) & =u(t)=x_{d}+\int_{d}^{t} f(s, u(s)) d s \\
& =y(d)+\int_{d}^{t} f(s, y(s)) d s \tag{4.3}
\end{align*}
$$

which, by using the mean value theorem for integration, implies that the left and the right derivatives of $y(t)$ at $t=d$ are both given by $f(d, y(d))$ (see an exercise). Thus we have verified that $y(t)$ is a solution of Eq. (1.7) on $\left[t_{0}, d+\delta\right)$. The uniqueness of $y(t)$ can be shown in the same way as in Theorem 2.2.7.

Theorem 2.4.2 indicates that to find the maximal intervals of existence, we only need to look at open intervals, because closed intervals can be extended. Now we are ready to prove that the maximal intervals of existence do exist.

Theorem 2.4.3 Assume that $f(t, x)$ is continuous on a domain $D \subset \Re \times \Re^{n}$ and satisfies a Lipschitz condition (or weak or local Lipschitz condition) with respect to $x$ on $D$. Let $\left(t_{0}, x_{0}\right) \in D$ and let $x(t)=x\left(t, t_{0}, x_{0}\right)$ be the unique solution of Eq. (1.7). Then there exist constants $\alpha \geq-\infty$ and $\beta \leq \infty$ such that $t_{0} \in(\alpha, \beta)$ and $(\alpha, \beta)$ is the maximal interval of existence of $x(t)$. Moreover, $\alpha$ and $\beta$ depend continuously on $\left(t_{0}, x_{0}\right)$.

Proof. From Theorem 2.2.7, we know that there exists an $r>0$ such that Eq. (1.7) has a unique solution $x(t)=x\left(t, t_{0}, x_{0}\right)$ on $\left(t_{0}-r, t_{0}+r\right)$. Hence the following collection of intervals

$$
\begin{equation*}
K=\left\{I=(a, b): t_{0} \in I, x\left(t, t_{0}, x_{0}\right) \text { is a unique solution of Eq.(1.7) on } I\right\}, \tag{4.4}
\end{equation*}
$$

is nonempty (here, every element in $K$ is an interval). In (4.4), we only use open intervals because from Theorem 2.4.2, closed intervals can be extended. Let's consider the union of these intervals in $\Re$,

$$
\begin{equation*}
I^{*}=\bigcup_{I \in K} I \tag{4.5}
\end{equation*}
$$

given in Figure 2.22.


Figure 2.22: The union of the intervals in (4.4)

From the construction of $I^{*}$, we find that there is no such interval $I^{\prime}$ that $I^{*} \subset I^{\prime}, I^{\prime} \neq I^{*}$, and $x(t)$ is a unique solution of Eq. (1.7) on $I^{\prime}$. Therefore, all we need is to verify that $x(t)=x\left(t, t_{0}, x_{0}\right)$ is a unique solution of Eq. (1.7) on $I^{*}$ and $I^{*}$ has the form of $(\alpha, \beta)$ for some constants $\alpha \geq-\infty$ and $\beta \leq \infty$, that is, $I^{*}$ must be an open interval.

First, $t_{0} \in I^{*}$ from (4.4)-(4.5). And we will only consider the structure of $I^{*}$ on the right-hand side of $t_{0}$ and leave the structure on the left-hand side as an exercise. We need to consider two cases.

The first case is that there exist intervals $I_{m}=\left(a_{m}, b_{m}\right) \in K$ such that $\lim _{m \rightarrow \infty} b_{m}=\infty$. Then for any $t^{0} \in\left[t_{0}, \infty\right)$, there is an $N$ such that
$t^{0} \in\left[t_{0}, b_{N}\right)$, and $x(t)$ is a unique solution of Eq. (1.7) on $\left[t_{0}, b_{N}\right)$. Therefore, $x(t)$ is a solution of Eq. (1.7) on $\left[t_{0}, \infty\right)$. If $y(t)$ is another solution of Eq. (1.7) on $\left[t_{0}, \infty\right)$, then on any $\left[t_{0}, b_{n}\right)$, we must have $x(t)=y(t)$ since $x(t)$ is the only solution on $\left[t_{0}, b_{n}\right.$ ). Thus, $x(t)$ is a unique solution of Eq. (1.7) on $\left[t_{0}, \infty\right)$, in which case, we define $\beta=\infty$.

The second case is that all the right-end values of the intervals in $K$ are bounded by a finite value, that is,

$$
\begin{equation*}
b^{*}=\sup _{(a, b) \in K} b<\infty . \tag{4.6}
\end{equation*}
$$

Now, there exist intervals $I_{m}=\left(a_{m}, b_{m}\right) \in K$ such that $\lim _{m \rightarrow \infty} b_{m}=b^{*}$. Similar to the case of $\lim _{m \rightarrow \infty} b_{m}=\infty$ discussed above, we conclude that $x(t)$ is a unique solution of Eq. (1.7) on $\left[t_{0}, b^{*}\right)$. Now, we define $\beta=b^{*}$ and claim that $\left[t_{0}, \beta\right)$ is the maximal interval of existence on the right-hand side of $t_{0}$, since $x(t)$ cannot exist on any interval that is beyond $b^{*}$ in view of (4.6). The continuity of $\alpha$ and $\beta$ on ( $t_{0}, x_{0}$ ) is left as an exercise. This completes the proof.

Theorem 2.4.2 also indicates that a solution can be extended further if there is no "barrier." In fact, utilizing the notion of a weak Lipschitz condition, we obtain the following "global existence" result for differential equations defined on $\Re \times \Re^{n}$, which can be applied directly to linear differential equations (see Example 2.2.10).

Theorem 2.4.4 (Global existence) Assume that $f(t, x)$ is continuous on $\Re \times \Re^{n}$ and satisfies a weak Lipschitz condition with respect to $x$ on $\Re \times \Re^{n}$. Let $x(t)=x\left(t, t_{0}, x_{0}\right)$ be the unique solution of $E q$. (1.7) on its maximal interval of existence $(\alpha, \beta)$. Then $\alpha=-\infty, \beta=\infty$.

Proof. We only prove $\beta=\infty$, since the case for $\alpha$ is similar. We will use the method of proof by contradiction, that is, we assume $\beta<\infty$ and then derive a contradiction.

Suppose $\beta<\infty$. We first show that $x(t)$ is bounded for $t \in\left[t_{0}, \beta\right)$. From Lemma 2.2.1 and a weak Lipschitz condition,

$$
\begin{align*}
\left|x(t)-x_{0}\right| & =\left|\int_{t_{0}}^{t} f(s, x(s)) d s\right| \\
& \leq\left|\int_{t_{0}}^{t}\left[f(s, x(s))-f\left(s, x_{0}\right)\right] d s\right|+\left|\int_{t_{0}}^{t} f\left(s, x_{0}\right) d s\right| \\
& \leq \int_{t_{0}}^{t} k(s)\left|x(s)-x_{0}\right| d s+\left|\int_{t_{0}}^{t} f\left(s, x_{0}\right) d s\right|, \quad t \in\left[t_{0}, \beta\right), \tag{4.7}
\end{align*}
$$

(where $k(t)$ is from a weak Lipschitz condition.) Since $x_{0}$ is fixed, there exists a constant $M>0$ such that

$$
\begin{equation*}
k(s) \leq M, \quad\left|f\left(s, x_{0}\right)\right| \leq M, \quad s \in\left[t_{0}, \beta\right] . \tag{4.8}
\end{equation*}
$$

Thus (4.7) becomes

$$
\begin{equation*}
\left|x(t)-x_{0}\right| \leq M\left(\beta-t_{0}\right)+M \int_{t_{0}}^{t}\left|x(s)-x_{0}\right| d s, \quad t \in\left[t_{0}, \beta\right), \tag{4.9}
\end{equation*}
$$

hence, Gronwall's inequality implies that

$$
\begin{equation*}
\left|x(t)-x_{0}\right| \leq M\left(\beta-t_{0}\right) \exp \left(M\left(\beta-t_{0}\right)\right), \quad t \in\left[t_{0}, \beta\right) \tag{4.10}
\end{equation*}
$$

therefore, $x(t)$ is bounded for $t \in\left[t_{0}, \beta\right)$.
Next, we show that $\lim _{t \rightarrow \beta^{-}} x(t)$ exists. The boundedness of $x(t)$ for $t \in\left[t_{0}, \beta\right)$ from (4.10) implies that the closure

$$
\begin{equation*}
\overline{\left\{(t, x(t)): t \in\left[t_{0}, \beta\right)\right\}} \tag{4.11}
\end{equation*}
$$

is bounded in $\Re \times \Re^{n}$. Therefore, since a continuous function on a bounded and closed set is bounded, $f(t, x(t))$ is bounded for $t \in\left[t_{0}, \beta\right)$. That is, there exists a constant $M_{1}>0$ such that

$$
\begin{equation*}
\max _{t \in\left[t_{0}, \beta\right)}|f(t, x(t))| \leq M_{1} . \tag{4.12}
\end{equation*}
$$

Then, using Lemma 2.2.1, we see that for $t_{0} \leq t_{1} \leq t_{2}<\beta$,

$$
\begin{align*}
\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right| & =\int_{t_{1}}^{t_{2}}|f(s, x(s))| d s \\
& \leq M_{1}\left(t_{2}-t_{1}\right), \quad t_{0} \leq t_{1} \leq t_{2}<\beta \tag{4.13}
\end{align*}
$$

This property says that for any $t_{m} \rightarrow \beta^{-}, x\left(t_{m}\right)$ is a Cauchy sequence (consult a reference book if needed, such as Goldberg [1976]). Therefore, $\lim _{t \rightarrow \beta^{-}} x(t)$ exists, and we denote it by $x_{\beta}$.

Now, $\left(\beta, x_{\beta}\right)$ is a finite point in $\Re \times \Re^{n}$, hence the result of Theorem 2.4.2 can be applied to extend the solution $x(t)$ to the right-hand side of $\beta$, which contradicts the assumption that $(\alpha, \beta)$ is the maximal interval of existence of $x(t)$. Thus we must have $\beta=\infty$. This completes the proof.

From the proof of Theorem 2.4.4, we see that the most important step is to show (4.12), that is, $f(t, x(t))$ is bounded. Therefore, we also derive the following result, whose proof is left as an exercise.

Theorem 2.4.4.a (Global existence) Assume that $f(t, x)$ is continuous on $\Re \times \Re^{n}$ and satisfies a local Lipschitz condition with respect to $x$ on $\Re \times \Re^{n}$, and that for some constant $M>0,|f(t, x)| \leq M,(t, x) \in \Re \times \Re^{n}$. Let $x(t)=x\left(t, t_{0}, x_{0}\right)$ be the unique solution of $E q$. (1.7) on its maximal interval of existence $(\alpha, \beta)$. Then $\alpha=-\infty, \beta=\infty$.

Theorem 2.4.4.a says that if the weak Lipschitz condition in Theorem 2.4.4 is reduced to a local Lipschitz condition, but an additional assumption that $f$ is bounded is assumed, then we still have the global existence. Next, note that the solution of $x^{\prime}=x^{2}, x(0)=1$, exists only on $(-\infty, 1)$, and $f(t, x)=x^{2}$ satisfies only a local Lipschitz condition and is unbounded on $\Re \times$ $\Re$. Therefore, it indicates that the weak Lipschitz condition in Theorem 2.4.4 cannot be weakened to a local Lipschitz condition, and that the boundedness assumption in Theorem 2.4.4.a cannot be removed.

Now, let's look at Example 2.2.10 again, where $x^{\prime}=A(t) x+f(t)$ is an equation in $\Re^{n}$. We assume that $A(t)$ and $f(t)$ are continuous on $\Re$ so that the equation is defined on $\Re \times \Re^{n}$. Using Theorem 2.4.4, we immediately obtain that solutions exist globally on $\Re$. However, Theorem 2.4.4.a does not apply well in this case, because now $f(t, x)=A(t) x+f(t)$ may not be bounded on $\Re \times \Re^{n}$.

Theorems 2.4.4 and 2.4.4.a deal with differential equations defined on $\Re \times \Re^{n}$. However, we note from the proof of Theorem 2.4.4 that we have actually shown the following interesting results that are useful when dealing with differential equations defined on a general domain $D \subset \Re \times \Re^{n}$.

Proposition 2.4.5 Assume that $f(t, x)$ is continuous on a domain $D \subset$ $\Re \times \Re^{n}$ and satisfies a weak Lipschitz condition with respect to $x$ on $D$. Let $\left(t_{0}, x_{0}\right) \in D$ and let $x(t)=x\left(t, t_{0}, x_{0}\right)$ be the unique solution of $E q$. (1.7) on an interval $\left[t_{0}, b\right)$ with $b<\infty$. Then the following are true:
(P1). If $k(t)$ (from a weak Lipschitz condition) and $f\left(t, x_{0}\right)$ are bounded for $t \in\left[t_{0}, b\right)$, then $x(t)$ is bounded for $t \in\left[t_{0}, b\right)$.
(P2). If $\overline{\left\{(t, x(t)): t \in\left[t_{0}, b\right)\right\}}$ is in $D$ and is bounded, or if $f(t, x(t))$ is bounded for $t \in\left[t_{0}, b\right)$, then $\lim _{t \rightarrow b^{-}} x(t)$ exists.

A condition that guarantees Proposition 2.4.5(P2) is given below.
Proposition 2.4.6 Assume that $f(t, x)$ is continuous on $\bar{D}$, the closure of $D$. Let $y(t)$ be a function on a finite interval I such that $(t, y(t)) \in D$ for $t \in I$. If $y(t)$ is bounded for $t \in I$, then $f(t, y(t))$ is bounded for $t \in I$.

Proof. In this case, when $y(t)$ is bounded on a finite interval $I$, $\overline{\{(t, y(t)): t \in I\}}$ is a closed and bounded set in $\bar{D}$. Hence $f(t, x)$ is bounded on $\overline{\{(t, y(t)): t \in I\}}$, which implies that $f(t, y(t))$ is bounded for $t \in I$.

To determine the structure of the maximal interval of existence $(\alpha, \beta)$ for a general domain $D \subset \Re \times \Re^{n}$, and also to determine the behavior of solutions as $t \rightarrow \beta^{-}$, we look at the following examples.

Example 2.4.7 We have seen that $\beta=\infty$ for linear differential equations defined on $\Re$. Next, for $x^{\prime}=x^{2}, x(0)=1$, defined on $\Re \times \Re$, we have $(\alpha, \beta)=(-\infty, 1)$. That is, $\beta=1<\infty$. In this case, when $t \rightarrow \beta^{-}=1^{-}$, one has $\lim _{t \rightarrow \beta^{-}}|x(t)|=\lim _{t \rightarrow 1^{-}}(1-t)^{-1}=\infty$, see Figure 2.23.


Figure 2.23: A case where $\lim _{t \rightarrow \beta^{-}}|x(t)|=\infty$

Example 2.4.8 Consider $x^{\prime}=x^{2}, x(0)=1$, defined on $D=\Re \times(-2,2)$. The solution is given by $x(t)=(1-t)^{-1}$, thus if we solve $x(t)=(1-t)^{-1}=2$, we get $t=\frac{1}{2}$ and conclude that the maximal interval of existence is $(\alpha, \beta)=$ $\left(-\infty, \frac{1}{2}\right)$, and

$$
\lim _{t \rightarrow \beta^{-}}|x(t)|=\lim _{t \rightarrow \frac{1}{2}^{-}}(1-t)^{-1}=2
$$

Now, observe that $\left(\frac{1}{2}, 2\right)$ is on the boundary of the domain $D=\Re \times$ $(-2,2)$, see Figure 2.24 .

We claim that the three cases described in Examples 2.4.7 and 2.4.8 are all the possible cases. That is, we can prove the following result.


Figure 2.24: A case where $\lim _{t \rightarrow \beta^{-}}(t, x(t))$ is a boundary point

Theorem 2.4.9 Assume that $f(t, x)$ is continuous on a domain $D \subset \Re \times$ $\Re^{n}$ and satisfies a weak Lipschitz condition with respect to $x$ on $D$, and assume further that $f(t, x)$ is continuous on $\bar{D}$ (or assume that for every finite interval $I, f(t, y(t))$ is defined and bounded on $I$ for every $y(t)$ that is defined and bounded on $I$, see Propositions 2.4.5 and 2.4.6). Let $x(t)=$ $x\left(t, t_{0}, x_{0}\right)$ be the unique solution of Eq. (1.7) on its maximal interval of existence $(\alpha, \beta)$. Then one of the following three cases (given in Figure 2.25) must happen:
(C1). $\beta=\infty$.
(C2). $\beta<\infty$, and there exists $t_{m} \rightarrow \beta^{-}$as $m \rightarrow \infty$ such that $\lim _{m \rightarrow \infty}\left|x\left(t_{m}\right)\right|$ $=\infty$.
(C3). $\beta<\infty$, and $\lim _{t \rightarrow \beta^{-}}(t, x(t))$ exists as a finite point in $\Re \times \Re^{n}$, and this point lies on the boundary of $D$.

Proof. If (C1) and (C2) do not happen, then $\beta<\infty$ and $x(t)$ remains bounded on $\left[t_{0}, \beta\right)$. From the assumption and Proposition 2.4.6, $f(t, x(t))$ is bounded on $\left[t_{0}, \beta\right)$. Using Proposition 2.4.5(P2), we see that $\lim _{t \rightarrow \beta^{-}} x(t)$ exists. Therefore, $\lim _{t \rightarrow \beta^{-}}(t, x(t))$ exists as a finite point in $\Re \times \Re^{n}$. This point must lie on the boundary of $D$, because otherwise Theorem 2.4.2 (Extension) can be applied to extend the solution further to the right-hand side of $\beta$, which contradicts the definition of $\beta$. This completes the proof.


Figure 2.25: Three cases for the maximal intervals of existence

Corollary 2.4.10 Assume that $f(t, x)$ is continuous on $\Re \times \Re^{n}$ and satisfies a weak Lipschitz condition with respect to $x$ on $\Re \times \Re^{n}$. If the unique solution of Eq. (1.7) is bounded on any finite $t$ interval, then it is defined on $\Re$.

From Proposition 2.4.5(P2) and the proof in Theorem 2.4.9, we find that when $f$ is bounded, further results can be obtained, which we state below.

Corollary 2.4.11 Assume that $f(t, x)$ is continuous on a domain $D \subset \Re \times$ $\Re^{n}$ and satisfies a local Lipschitz condition with respect to $x$ on $D$, and assume further that $f(t, x)$ is bounded on $D$. Let $x(t)=x\left(t, t_{0}, x_{0}\right)$ be the unique solution of Eq. (1.7) on its maximal interval of existence $(\alpha, \beta)$. Then one of the following two cases must happen:
(D1). $\beta=\infty$.
(D2). $\beta<\infty$, and $\lim _{t \rightarrow \beta^{-}}(t, x(t))$ exists as a finite point in $\Re \times \Re^{n}$, and this point lies on the boundary of $D$.

Remark 2.4.12 Note that $f(t, x)=x^{2}$ in Example 2.4.7 satisfies a local Lipschitz condition, thus Example 2.4.7 indicates that a local Lipschitz condition cannot guarantee the global existence of solutions on $(-\infty, \infty)$. Thus, to get the global existence on $(-\infty, \infty)$, many texts, such as Coddington and Levinson [1955], Perko [1991], and Cronin [1994], assumed that either the function $f$ satisfies a (global) Lipschitz condition or $f$ is bounded on $\Re \times \Re^{n}$. When this assumption is checked for the simplest case, that is, the linear differential equation $x^{\prime}=A(t) x+f(t)$, the boundedness of $A(t) x$ does not apply in $\Re \times \Re^{n}$ (because $x$ is unbounded in $\Re^{n}$ ); and the (global) Lipschitz condition would require that $A(t)$ to be bounded on $\Re$, which is too strong and restrictive. Therefore, Theorem 2.4.4 of this book gives a better result for the global existence on $(-\infty, \infty)$ by utilizing the notion of a weak Lipschitz condition, and this condition can be applied directly to the linear differential equations $x^{\prime}=A(t) x+f(t)$ in $\Re^{n}$.

Note that in our later studies, such as stability, boundedness, and periodicity for general differential equations, we will examine the "long term" behavior of solutions and require that the solutions exist on $\left[t_{0}, \infty\right)$ in those studies.

## Exercises 2.4

1. In the proof of Theorem 2.4.2, find the left and the right derivatives of $y(t)$ at $t=d$.
2. For $x \in \Re$, determine the maximal interval of existence for
(a) $x^{\prime}=x \sin t, x(0)=a$.
(b) $x^{\prime}=x^{2}, x\left(t_{0}\right)=a$.
(c) $x^{\prime}=x^{2}-3, x\left(t_{0}\right)=a$.
(d) $x^{\prime}=x^{3}, x\left(t_{0}\right)=a$.
(e) $x^{\prime}=1 / x, x\left(t_{0}\right)=a$.
3. Determine the maximal interval of existence for the system $x_{1}^{\prime}=$ $x_{1}^{2}, x_{2}^{\prime}=x_{1}^{2}+x_{2}$.
4. For $x^{\prime}=x(x-1), x(0)=x_{0} \in \Re$, determine the maximal interval of existence according to different $x_{0}$ values.
5. In the proof of Theorem 2.4.3, discuss the cases for the left-end point $\alpha$.
6. In the proof of Theorem 2.4.3, verify the continuity of $\alpha$ and $\beta$ on $\left(t_{0}, x_{0}\right)$.
7. Prove that $\alpha=-\infty$ in Theorem 2.4.4.
8. Prove Theorem 2.4.4.a.
9. Prove Proposition 2.4.5.
10. Prove that the scalar equation

$$
x^{\prime}(t)=\frac{e^{-x^{4} \cos ^{4} t}}{3+t^{6} \sin ^{2} t}, \quad x\left(t_{0}\right)=x_{0},
$$

has a unique solution on $\Re$.
11. Let $(\alpha, \beta)$ be the maximal interval of existence of $x$ of $x^{\prime}=f(t, x)$. If the arc length of $\{x(t): 0 \leq t<\beta\}$ is finite, then prove that $\lim _{t \rightarrow \beta^{-}} x(t)$ exists.
12. Prove Corollary 2.4.10.
13. Prove Corollary 2.4.11.

### 2.5 Fixed Point Method

Here, we provide a brief treatment showing that fixed point method can be used to derive existence and uniqueness of solutions if a local Lipschitz condition is satisfied; and, if a local Lipschitz condition is not assumed, then we can still obtain existence of solutions, in which case, uniqueness is not guaranteed. Since some knowledge of Functional Analysis is used, this section may be optional.

Let $f: \Re \times \Re^{n} \rightarrow \Re^{n}$ be continuous. From Lemma 2.2.1, we know that for some $r>0$, a continuous function $x$ on $\left[t_{0}-r, t_{0}+r\right]$ is a solution of

$$
\begin{equation*}
x^{\prime}(t)=f(t, x(t)), \quad x\left(t_{0}\right)=x_{0}, \quad t \in\left[t_{0}-r, t_{0}+r\right], \tag{5.1}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
x(t)=x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s, \quad t \in\left[t_{0}-r, t_{0}+r\right] . \tag{5.2}
\end{equation*}
$$

Thus, we are led to the following definition of a mapping $P$, such that if $x$ is a continuous function on $\left[t_{0}-r, t_{0}+r\right]$, then define

$$
\begin{equation*}
(P x)(t)=x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s, \quad t \in\left[t_{0}-r, t_{0}+r\right] \tag{5.3}
\end{equation*}
$$

We observe that a continuous function $x$ on $\left[t_{0}-r, t_{0}+r\right]$ is a solution of Eq. (5.1) if and only if

$$
\begin{equation*}
x(t)=x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s=(P x)(t), \quad t \in\left[t_{0}-r, t_{0}+r\right] \tag{5.4}
\end{equation*}
$$

or if and only if

$$
\begin{equation*}
x=P x \tag{5.5}
\end{equation*}
$$

Such an $x$ is called a fixed point of the mapping $P$. Thus, we obtain
Lemma 2.5.1 $A$ continuous function $x$ on $\left[t_{0}-r, t_{0}+r\right]$ is a solution of Eq. (5.1) on $\left[t_{0}-r, t_{0}+r\right]$ if and only if $x$ is a fixed point of the mapping $P$ defined by (5.3).

Therefore, we are going to utilize two fixed point theorems presented in the Appendix to deal with Eq. (5.1). (See the Appendix for the definitions of the notions used in the following analysis.)

Contraction mapping principle. Let $P$ be a contraction mapping on a complete metric space $X$, then there is a unique $x \in X$ with $P x=x$.

Schauder's second fixed point theorem. Let $X$ be a nonempty, convex, and bounded subset of a Banach space $Y$ and let $P: X \rightarrow X$ be a compact mapping (that is, $P$ is continuous and maps a bounded set into a precompact set). Then $P$ has a fixed point in $X$.

First, we apply the contraction mapping principle to derive local existence and uniqueness of solutions for Eq. (5.1) if a local Lipschitz condition is satisfied.

Theorem 2.5.2 (Local existence and uniqueness) Assume that $f(t, x)$ is continuous on a domain $D \subset \Re \times \Re^{n}$ and satisfies a local Lipschitz condition with respect to $x$ on $D$. Let $\left(t_{0}, x_{0}\right) \in D$. Then there exists a positive constant $r=r\left(t_{0}, x_{0}\right)$ such that Eq. (5.1) has a unique solution $x(t)=x\left(t, t_{0}, x_{0}\right)$ on $I=\left(t_{0}-r, t_{0}+r\right)$.

Proof. For $\left(t_{0}, x_{0}\right) \in D$ given, as $f(t, x)$ satisfies a local Lipschitz condition with respect to $x$ on $D$, there exists a domain $D_{1}$ such that $\left(t_{0}, x_{0}\right) \in D_{1} \subset D$ and there exists a positive constant $k_{1}=k_{1}\left(t_{0}, x_{0}\right)$ such that

$$
\begin{equation*}
|f(t, x)-f(t, y)| \leq k_{1}|x-y| \text { for }(t, x),(t, y) \in D_{1} \tag{5.6}
\end{equation*}
$$

As $D_{1}$ is a domain, there exist positive constants $a$ and $b$ such that

$$
\begin{equation*}
R=\left\{(t, x):\left|t-t_{0}\right| \leq a,\left|x-x_{0}\right| \leq b\right\} \subset D_{1} \tag{5.7}
\end{equation*}
$$

see Figure 2.26.


Figure 2.26: A picture for $R, D_{1}$ and $D$

Similar to the proof of Theorem 2.2.7, we let $M=\max _{(t, x) \in R}|f(t, x)|$ and $r=\min \left\{a, \frac{b}{M}\right\}$. Now, if a function $x$ satisfies $\left|x(t)-x_{0}\right| \leq b$ for $\left|t-t_{0}\right| \leq r$, then $(t, x(t)) \in R$, hence

$$
\begin{equation*}
\left|\int_{t_{0}}^{t}\right| f(s, x(s))|d s| \leq M r \leq b \quad \text { for } \quad\left|t-t_{0}\right| \leq r \tag{5.8}
\end{equation*}
$$

Next, let $C\left(\left[t_{0}-r, t_{0}+r\right], \Re^{n}\right)$ be the linear space of all continuous functions from $\left[t_{0}-r, t_{0}+r\right]$ to $\Re^{n}$ with the sup-norm

$$
\|\phi\|_{C}=\sup _{\left|t-t_{0}\right| \leq r}|\phi(t)|
$$

then it can be checked (see an exercise) that $C\left(\left[t_{0}-r, t_{0}+r\right], \Re^{n}\right)$ is a Banach space, and that

$$
\begin{align*}
X=\left\{x \in C\left(\left[t_{0}-r, t_{0}+r\right], \Re^{n}\right): \quad\right. & x\left(t_{0}\right)=x_{0},\left|x(t)-x_{0}\right| \leq b \\
& \left.t \in\left[t_{0}-r, t_{0}+r\right]\right\} \tag{5.9}
\end{align*}
$$

is a complete metric space with the metric

$$
\rho(x, y)=\|x(\cdot)-y(\cdot)\|_{C}=\sup _{\left|t-t_{0}\right| \leq r}|x(t)-y(t)|
$$

(note that $X$ is not a linear space).
Consider the mapping $P$ defined by (5.3) on $X$, that is, for $x \in X$,

$$
\begin{equation*}
(P x)(t)=x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s, \quad t \in\left[t_{0}-r, t_{0}+r\right] \tag{5.10}
\end{equation*}
$$

For $x \in X$, we see that $P x$ is in $C\left(\left[t_{0}-r, t_{0}+r\right], \Re^{n}\right)$ and $(P x)\left(t_{0}\right)=x_{0}$. Moreover, from (5.8),

$$
\begin{equation*}
\left|(P x)(t)-x_{0}\right|=\left|\int_{t_{0}}^{t} f(s, x(s)) d s\right| \leq M r \leq b, \quad t \in\left[t_{0}-r, t_{0}+r\right] \tag{5.11}
\end{equation*}
$$

Therefore, we have

$$
P: X \rightarrow X
$$

To apply the contraction mapping principle, note that for $x, y \in X$, one has $(t, x(t)), \quad(t, y(t)) \in R \subset D_{1}$ for $\left|t-t_{0}\right| \leq r$. Thus,

$$
\begin{align*}
|(P x)(t)-(P y)(t)| & =\left|\int_{t_{0}}^{t}\right| f(s, x(s))-f(s, y(s))|d s| \\
& \leq k_{1}\left|\int_{t_{0}}^{t}\right| x(s)-y(s)|d s| \\
& \leq k_{1} r \sup _{\left|s-t_{0}\right| \leq r}|x(s)-y(s)| \\
& =k_{1} r \rho(x, y), \quad t \in\left[t_{0}-r, t_{0}+r\right] \tag{5.12}
\end{align*}
$$

Therefore, if we make an additional assumption that $r_{1}=k_{1} r<1$, then we obtain

$$
\begin{equation*}
\rho(P x, P y) \leq r_{1} \rho(x, y) \tag{5.13}
\end{equation*}
$$

hence, $P$ is a contraction mapping on the complete metric space $X$, thus $P$ has a unique fixed point $x \in X$. That is, $x(t) \in C\left(\left[t_{0}-r, t_{0}+r\right], \Re^{n}\right)$ is such that

$$
\begin{equation*}
x(t)=x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s, \quad t \in\left[t_{0}-r, t_{0}+r\right] \tag{5.14}
\end{equation*}
$$

therefore, $x(t)$ gives rise to a solution of Eq. (5.1) on $I=\left(t_{0}-r, t_{0}+r\right)$ using Lemma 2.2.1. Finally, $x(t)$ is the unique solution of Eq. (5.1) since any solution of Eq. (5.1) is a fixed point of the mapping $P$, and $P$ has a unique fixed point. This completes the proof.

In Theorem 2.5.2, a local Lipschitz condition is assumed such that we can derive existence and uniqueness. Next, we present a result showing that we can still obtain existence of solutions even if a local Lipschitz condition is not satisfied, in which case, uniqueness is not guaranteed.

Theorem 2.5.3 (Existence without uniqueness) Assume that $f(t, x)$ is continuous on a domain $D \subset \Re \times \Re^{n}$ and let $\left(t_{0}, x_{0}\right) \in D$. Then there exist positive constants $a$ and $b$ such that

$$
\begin{equation*}
R=\left\{(t, x):\left|t-t_{0}\right| \leq a,\left|x-x_{0}\right| \leq b\right\} \subset D \tag{5.15}
\end{equation*}
$$

and Eq. (5.1) has a solution $x(t)$ on $I=\left(t_{0}-r, t_{0}+r\right)$, where $r=\min \left\{a, \frac{b}{M}\right\}$ with $M=\max _{(t, x) \in R}|f(t, x)|$.

Proof. Since $\left(t_{0}, x_{0}\right)$ is in domain $D$, the $a, b, R, M$, and $r$ specified above can be defined. Now, $X$ defined by (5.9) is a nonempty, convex, and bounded subset of the Banach space $C\left(\left[t_{0}-r, t_{0}+r\right], \Re^{n}\right)$, and $P: X \rightarrow X$, where $P$ is defined by (5.3).

First, we show that $P: X \rightarrow X$ is continuous. For $\phi, \psi \in X$,

$$
\begin{equation*}
|(P \phi)(t)-(P \psi)(t)| \leq\left|\int_{t_{0}}^{t}\right| f(s, \phi(s))-f(s, \psi(s))|d s| \tag{5.16}
\end{equation*}
$$

Now, $f(t, x)$ is uniformly continuous on $R$, thus for any $\varepsilon>0$ there is a $\delta=\delta(\varepsilon)>0$ such that $\|\phi-\psi\|_{C}=\sup _{\left|s-t_{0}\right| \leq r}|\phi(s)-\psi(s)| \leq \delta$ implies $|f(s, \phi(s))-f(s, \psi(s))| \leq \frac{\varepsilon}{r}$. Therefore, if $\|\phi-\psi\|_{C} \leq \delta$, then for $t \in$ $\left[t_{0}-r, t_{0}+r\right],(5.16)$ becomes

$$
|(P \phi)(t)-(P \psi)(t)| \leq\left|\int_{t_{0}}^{t}\right| f(s, \phi(s))-f(s, \psi(s))|d s| \leq\left(\frac{\varepsilon}{r}\right) r=\varepsilon
$$

That is, $\|\phi-\psi\|_{C} \leq \delta$ implies $\|P \phi-P \psi\|_{C} \leq \varepsilon$, hence $P$ is a continuous mapping on $X$.

Next, we show that $P$ is a compact mapping. Note that for $\phi \in X$, one has $(t, \phi(t)) \in R$ for $\left|t-t_{0}\right| \leq r$. Thus, for $\phi \in X$ and $t, h \in\left[t_{0}-r, t_{0}+r\right]$,

$$
\begin{equation*}
|(P \phi)(t)-(P \phi)(h)| \leq\left|\int_{h}^{t}\right| f(s, \phi(s))|d s| \leq M|t-h| \tag{5.17}
\end{equation*}
$$

Therefore,

$$
P: X \rightarrow S_{0} \subset X
$$

where

$$
\begin{aligned}
S_{0}=\left\{\phi \in C\left(\left[t_{0}-r, t_{0}+r\right], \Re^{n}\right):\right. & \phi\left(t_{0}\right)=x_{0}, \quad|\phi(t)-\phi(h)| \leq M|t-h| \\
& \left.\left|\phi(t)-x_{0}\right| \leq b, \quad t, h \in\left[t_{0}-r, t_{0}+r\right]\right\}
\end{aligned}
$$

Now, any sequence in the set $S_{0}$ is uniformly bounded and equi-continuous on the interval $\left[t_{0}-r, t_{0}+r\right]$. Hence, from Arzela-Ascoli's theorem (see the Appendix), this sequence has a convergent subsequence, thus the set $S_{0}$ is compact and, therefore, $P$ is a compact mapping. By Schauder's second fixed point theorem, $P$ has a fixed point, which gives rise to a solution of Eq. (5.1) on $I=\left(t_{0}-r, t_{0}+r\right)$. This completes the proof.

Note that in the proof of Theorem 2.5.3, we used Schauder's second fixed point theorem, which does not guarantee uniqueness of fixed points. Therefore, uniqueness of solutions in Theorem 2.5.3 is not guaranteed, because solutions are derived from fixed points of the mapping $P$.

## Exercises 2.5

1. Prove that $C\left(\left[t_{0}-r, t_{0}+r\right], \Re^{n}\right)$ in the proof of Theorem 2.5 .2 is a Banach space.
2. Prove that $X$ defined in (5.9) is a nonempty convex subset of the Banach space $C\left(\left[t_{0}-r, t_{0}+r\right], \Re^{n}\right)$.
3. Prove that $X$ defined in (5.9) is a complete metric space with the metric

$$
\rho(x, y)=\|x(\cdot)-y(\cdot)\|_{C}=\sup _{\left|t-t_{0}\right| \leq r}|x(t)-y(t)|
$$

4. Prove that the set $S_{0}$ in the proof of Theorem 2.5 .3 is a compact set.

## Chapter 3

## Linear Differential Equations

### 3.1 Introduction

In this chapter, we study linear differential equations, which means that $f(t, x)=f\left(t, x_{1}, x_{2}, \cdots, x_{n}\right)$ in the differential equation $x^{\prime}(t)=f(t, x(t))$ is given by

$$
\begin{align*}
f(t, x) & =\left[\begin{array}{c}
a_{11}(t) x_{1}+a_{12}(t) x_{2}+\cdots+a_{1 n}(t) x_{n}+f_{1}(t) \\
a_{21}(t) x_{1}+a_{22}(t) x_{2}+\cdots+a_{2 n}(t) x_{n}+f_{2}(t) \\
\cdots \\
a_{n 1}(t) x_{1}+a_{n 2}(t) x_{2}+\cdots+a_{n n}(t) x_{n}+f_{n}(t)
\end{array}\right] \\
& =\left[\begin{array}{ccccc}
a_{11}(t) & a_{12}(t) & \cdot & a_{1 n}(t) \\
a_{21}(t) & a_{22}(t) & \cdot & \cdot & a_{2 n}(t) \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
a_{n 1}(t) & a_{n 2}(t) & \cdot & \cdot & a_{n n}(t)
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
x_{n}
\end{array}\right]+\left[\begin{array}{c}
f_{1}(t) \\
f_{2}(t) \\
\cdot \\
\cdot \\
f_{n}(t)
\end{array}\right], \tag{1.1}
\end{align*}
$$

where $a_{i j}(t)$ and $f_{i}(t)$ are some real functions. Now, we use matrix notations and let $A(t)=\left[a_{i j}(t)\right]_{1 \leq i, j \leq n}$ be the $n \times n$ matrix function formed from functions $a_{i j}(t)$ and let $f(t)=\left[f_{1}(t), f_{2}(t), \cdots, f_{n}(t)\right]^{T}$ be the $n \times 1$ vector function formed from functions $f_{i}(t)$. Therefore, the differential equation

$$
x^{\prime}(t)=f(t, x(t)), x\left(t_{0}\right)=x_{0},
$$

will take the following form in $\Re^{n}$ :

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+f(t), \quad x\left(t_{0}\right)=x_{0} . \tag{1.2}
\end{equation*}
$$

The study of linear differential equations is very important for the following reasons. First, the study provides us with some basic knowledge for understanding general nonlinear differential equations. Second, certain nonlinear differential equations can be written as summations of linear differential equations and some small nonlinear perturbations. Thus, under certain conditions, the qualitative properties of linear differential equations can be used to infer essentially the same qualitative properties for nonlinear differential equations. For example, let's look at the following two cases.

Example 3.1.1 Consider the scalar nonlinear differential equation

$$
\begin{equation*}
x^{\prime}=\sin x \tag{1.3}
\end{equation*}
$$

As $\sin x=x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\cdots=x+O\left(x^{3}\right)$ (where $O$, called "big $\mathrm{O}, "$ denotes the terms of the same or higher orders than $x^{3}$ ), Eq. (1.3) becomes

$$
\begin{equation*}
x^{\prime}=x+O\left(x^{3}\right) \tag{1.4}
\end{equation*}
$$

We know from calculus that when $x \approx 0$, we have $\sin x \approx x$ or $\frac{\sin x}{x} \approx 1$, see Figure 3.1.


Figure 3.1: $\sin x \approx x$ when $x \approx 0$

Therefore, $O\left(x^{3}\right)$ can be regarded as a small perturbation when $x \approx 0$. We will see later that when $x \approx 0$, Eq. (1.4) or Eq. (1.3) will have essentially the same qualitative properties as the linear differential equation

$$
\begin{equation*}
x^{\prime}=x \tag{1.5}
\end{equation*}
$$

Example 3.1.2 For the motion of a simple pendulum given by

$$
\begin{equation*}
\theta^{\prime \prime}(t)+k \theta^{\prime}(t)+q \sin \theta(t)=0 \tag{1.6}
\end{equation*}
$$

we let $x_{1}=\theta, x_{2}=\theta^{\prime}$, then we obtain the system

$$
\left\{\begin{align*}
x_{1}^{\prime} & =x_{2}  \tag{1.7}\\
x_{2}^{\prime} & =-k x_{2}-q \sin x_{1}=-k x_{2}-q x_{1}+O\left(x_{1}^{3}\right)
\end{align*}\right.
$$

or in matrix notations,

$$
\left[\begin{array}{l}
x_{1}  \tag{1.8}\\
x_{2}
\end{array}\right]^{\prime}=\left[\begin{array}{cc}
0 & 1 \\
-q & -k
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\left[\begin{array}{c}
0 \\
O\left(x_{1}^{3}\right)
\end{array}\right]
$$

We will see later that when $\left[x_{1}, x_{2}\right]^{T} \approx[0,0]^{T}$, Eq. (1.8) will have essentially the same qualitative properties as the linear differential equation

$$
\left[\begin{array}{l}
x_{1}  \tag{1.9}\\
x_{2}
\end{array}\right]^{\prime}=\left[\begin{array}{cc}
0 & 1 \\
-q & -k
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]
$$

We will also verify that the semigroup and evolution system properties, as well as the variation of parameters formulas derived in Chapter 1 for onedimensional linear differential equations can be derived for linear differential equations in $\Re^{n}, n \geq 1$. Therefore, we can develop an elegant theory that will allow us to completely understand the structure of solutions of linear differential equations in $\Re^{n}$, $n \geq 1$, and provide further knowledge related to the study of linear algebra.

In Eq. (1.2), if $f(t)$ is not identically zero, then Eq. (1.2) is called a nonhomogeneous linear differential equation in $\Re^{n}$. If, otherwise, $f(t)$ is identically zero, that is, if we have

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t), \quad x\left(t_{0}\right)=x_{0} \tag{1.10}
\end{equation*}
$$

then Eq. (1.10) is called a homogeneous linear differential equation in $\Re^{n}$.
For homogeneous linear differential equations, a very important result is the principle of superposition: A linear combination of solutions is also a solution, see Theorem 3.1.3.

Theorem 3.1.3 (Principle of Superposition) If $x_{1}(t)$ and $x_{2}(t)$ are both solutions of

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t) \tag{1.11}
\end{equation*}
$$

on an interval $I$, and if $a$ and $b$ are constants, then $a x_{1}(t)+b x_{2}(t)$ is also $a$ solution of Eq. (1.11) on I.

Proof. Let $x_{1}(t)$ and $x_{2}(t)$ be solutions of Eq. (1.11) on $I$, then

$$
\begin{align*}
\frac{d}{d t}\left[a x_{1}(t)+b x_{2}(t)\right] & =a x_{1}^{\prime}(t)+b x_{2}^{\prime}(t) \\
& =a A(t) x_{1}(t)+b A(t) x_{2}(t) \\
& =A(t)\left[a x_{1}(t)+b x_{2}(t)\right], \quad t \in I \tag{1.12}
\end{align*}
$$

which completes the proof.
Example 3.1.4 Let $x_{1}(t)$ and $x_{2}(t)$ be solutions of

$$
\begin{equation*}
x^{\prime}(t)=5 x(t)+\sin t \tag{1.13}
\end{equation*}
$$

Then

$$
\begin{align*}
\frac{d}{d t}\left[x_{1}(t)+x_{2}(t)\right] & =x_{1}^{\prime}(t)+x_{2}^{\prime}(t) \\
& =5 x_{1}(t)+\sin t+5 x_{2}(t)+\sin t \\
& =5\left[x_{1}(t)+x_{2}(t)\right]+2 \sin t \tag{1.14}
\end{align*}
$$

Thus $x_{1}(t)+x_{2}(t)$ is not a solution of Eq. (1.13).
Therefore, we conclude that the principle of superposition holds only for homogeneous linear differential equations. Some important consequences of the principle of superposition will be seen later.

Note, a scalar linear differential equation of order $n$ can be written as a first-order linear differential equation in $\Re^{n}$ governed by Eq. (1.2).

Example 3.1.5 Consider the scalar linear differential equation of order $n$,

$$
x^{(n)}(t)+a_{1}(t) x^{(n-1)}(t)+\cdots+a_{n-1}(t) x^{\prime}(t)+a_{n}(t) x(t)+a_{n+1}(t)=0
$$

We can define

$$
x_{1}(t)=x(t), x_{2}(t)=x^{\prime}(t), \cdots, x_{n-1}(t)=x^{(n-2)}(t), x_{n}(t)=x^{(n-1)}(t)
$$

and then obtain

$$
\begin{aligned}
x_{1}^{\prime}(t) & =x_{2}(t) \\
x_{2}^{\prime}(t) & =x_{3}(t) \\
& \cdots \\
x_{n-1}^{\prime}(t) & =x_{n}(t) \\
x_{n}^{\prime}(t) & =x^{(n)}(t)=-a_{1}(t) x_{n}(t)-a_{2}(t) x_{n-1}(t)-\cdots-a_{n+1}(t)
\end{aligned}
$$

which is a first-order linear differential equation in $\Re^{n}$ of the form of Eq. (1.2).

This chapter is organized as follows: In Section 2, we study general nonhomogeneous linear differential equations and obtain the fundamental matrix solutions and verify that they satisfy the "evolution system property." Then we derive the variation of parameters formula using the fundamental matrix solutions and observe what these solutions should look like. In Section 3, we look at equations with constant coefficients and examine detailed structure of solutions in terms of eigenvalues of the leading constant matrix, using the Jordan canonical form theorem. In addition we derive the Putzer algorithm that can be used to actually solve or compute solutions for equations with constant coefficients. This result will appeal to readers interested in computation. In Section 4, we look at equations with periodic coefficients and study Floquet theory, which allows us to transform equations with periodic coefficients into equations with constant coefficients. The results of Section 3 can then be applied to the transformed equations. The concept of the Liapunov exponent is also briefly introduced in Section 4.

## Exercises 3.1

1. For the equations

$$
\begin{aligned}
x_{1}^{\prime}(t) & =2(\cos t) x_{3}(t)-x_{1}(t)+\sin t \\
x_{2}^{\prime}(t) & =e^{t} x_{1}(t)-2 x_{3}(t)+5 t x_{2}(t)-e^{2 t} \\
x_{3}^{\prime}(t) & =x_{2}(t)-4 t^{2} x_{1}(t)-\cos t+t^{2}
\end{aligned}
$$

find a matrix $A(t)$ and a vector $f(t)$ so as to rewrite the above equations as $x^{\prime}(t)=A(t) x(t)+f(t)$.
2. Rewrite $3 x^{\prime \prime \prime}(t)+5(\sin t) x^{\prime \prime}(t)-8 e^{t} x^{\prime}(t)-\ln (3 t)=7$ as a system of linear differential equations, and then discuss the existence and uniqueness of solutions.
3. Rewrite

$$
\begin{aligned}
& 3 x_{1}^{\prime \prime}(t)+5 x_{1}(t)+2 x_{2}(t)-2 x_{2}^{\prime}(t)+5=0 \\
& 4 x_{1}^{\prime}(t)+x_{2}(t)-5 x_{2}^{\prime}(t)-6=0
\end{aligned}
$$

as a system of linear differential equations, and then discuss the existence and uniqueness of solutions.
4. Rewrite $x^{(n)}(t)+a_{1} x^{(n-1)}(t)+\cdots+a_{n-1} x^{\prime}(t)+a_{n} x(t)=0$ as a system of linear differential equations and verify that the coefficient matrix is

$$
A=\left[\begin{array}{ccccccc}
0 & 1 & 0 & . & . & . & 0 \\
0 & 0 & 1 & . & . & . & 0 \\
. & . & . & . & . & . & . \\
. & . & . & . & . & . & . \\
0 & 0 & 0 & . & . & . & 1 \\
-a_{n} & -a_{n-1} & -a_{n-2} & . & . & . & -a_{1}
\end{array}\right]
$$

Then verify, using an induction, that $\operatorname{det}[A-\lambda E]=(-1)^{n}\left(\lambda^{n}+\right.$ $\left.a_{1} \lambda^{n-1}+\cdots+a_{n-1} \lambda+a_{n}\right)$, where $E$ is the unit or identity $n \times n$ matrix, and det means determinant.
5. Find the solution of the system $x^{\prime}=A x, x\left(t_{0}\right)=x_{0}$, where

$$
A=\left[\begin{array}{rrr}
1 & -1 & 1 \\
0 & 2 & 1 \\
0 & 0 & 2
\end{array}\right]
$$

6. If $a \in \Re$ is not an eigenvalue of matrix $A$, then find a constant vector $P$ such that $P e^{a t}$ is a solution of $x^{\prime}(t)=A x(t)+C e^{a t}$.

### 3.2 General Nonhomogeneous Linear Equations

In Chapter 2, we defined $|A|=\sum_{i, j=1}^{n}\left|a_{i j}\right|$ for an $n \times n$ matrix $A=\left[a_{i j}\right]$. Similarly, we make the following definitions.

Definition 3.2.1 For an $n \times n$ matrix function $A(t)=\left[a_{i j}(t)\right]$ on an interval $(a, b)$, define

$$
\begin{equation*}
|A(t)|=\sum_{i, j=1}^{n}\left|a_{i j}(t)\right|, \quad \frac{d}{d t} A(t)=\left[\frac{d}{d t} a_{i j}(t)\right], \quad \int_{a}^{b} A(t) d t=\left[\int_{a}^{b} a_{i j}(t) d t\right] \tag{2.1}
\end{equation*}
$$

It follows, similar to the results in Chapter 2, that for $n \times n$ matrices $A(t), B(t)$, and an $n \times 1$ vector $x$,

$$
\left\{\begin{align*}
|A(t)+B(t)| & \leq|A(t)|+|B(t)|  \tag{2.2}\\
|A(t) B(t)| & \leq|A(t)||B(t)| \\
|A(t) x| & \leq|A(t)||x|
\end{align*}\right.
$$

Now, we can directly apply some results in Chapter 2 to obtain the existence and uniqueness for the linear differential equation (1.2).

Theorem 3.2.2 Assume that $A(t)$ and $f(t)$ are continuous on an interval $(a, b)$. Let $t_{0} \in(a, b)$. Then for any $x_{0} \in \Re^{n}$, Eq. (1.2) has a unique solution $x(t)=x\left(t, t_{0}, x_{0}\right)$, and its maximal interval of existence is $(a, b)$. In particular, if $(a, b)=(-\infty, \infty)$, then the maximal interval of existence is $(-\infty, \infty)$.

Proof. Now, the right-hand side of Eq. (1.2) is given by $f(t, x)=A(t) x+$ $f(t)$ on $(a, b) \times \Re^{n}$, so it satisfies a weak Lipschitz condition. By Theorems 2.2.7.a and 2.4.3 in Chapter 2, Eq. (1.2) has a unique solution on its maximal interval of existence, denoted by $(\alpha, \beta)$. Hence $a \leq \alpha<\beta \leq b$.

If $\beta<b$, then $A(t), f(t)$, and $f\left(t, x_{0}\right)=A(t) x_{0}+f(t)$ are all bounded on $\left[t_{0}, \beta\right]$. From Proposition 2.4.5(P1), $x(t)$ is bounded on $\left[t_{0}, \beta\right)$. This implies that $f(t, x(t))=A(t) x(t)+f(t)$ is bounded on $\left[t_{0}, \beta\right)$. Then Proposition 2.4.5(P2) implies that $\lim _{t \rightarrow \beta^{-}} x(t)$ exists, which we denote by $x_{\beta}$.

Now, the domain for $f(t, x)=A(t) x+f(t)$ in Eq. (1.2) is $D=(a, b) \times \Re^{n}$, thus $\left(\beta, x_{\beta}\right) \in D$. Then Theorem 2.4.2 (Extension) can be applied to extend $x(t)$ to the right-hand side of $\beta$, which is a contradiction. Similarly, $\alpha=a$. This completes the proof.

Theorem 3.2.2 indicates that for a general linear differential equation, if it is defined on $(a, b)$, then its maximal interval of existence is $(a, b)$; that is, its maximal interval of existence will not reduce from the original interval on which the equation is defined. This is not the case for nonlinear differential equations. For example, equation $x^{\prime}=x^{2}, x(0)=1$, is defined on $\Re$, but its maximal interval of existence is $(-\infty, 1) \neq \Re$.

Recall from Chapter 1 that for the scalar homogeneous linear differential equation,

$$
\begin{equation*}
x^{\prime}(t)=k(t) x(t), \quad x\left(t_{0}\right)=1 \tag{2.3}
\end{equation*}
$$

its unique solution is given by

$$
\begin{equation*}
U_{1}\left(t, t_{0}\right)=e^{\int_{t_{0}}^{t} k(h) d h} \tag{2.4}
\end{equation*}
$$

and any solution of Eq. (2.3) with $x\left(t_{0}\right)=x_{0}$ is given by

$$
\begin{equation*}
x\left(t, t_{0}, x_{0}\right)=U_{1}\left(t, t_{0}\right) x_{0} \tag{2.5}
\end{equation*}
$$

Note here that

$$
\begin{equation*}
U_{1}\left(t_{0}, t_{0}\right)=1 \tag{2.6}
\end{equation*}
$$

where 1 is the unit (or identity) element in $\Re$.
In this section, we attempt to generalize the results concerning formulas (2.4), (2.5), and (2.6) to the homogeneous linear differential equation (1.10) in $\Re^{n}, n \geq 1$.

Compare Eq. (2.3) and Eq. (1.10). We find that the counterpart of the scalar function $k(t)$ in Eq. (2.3) is now the $n \times n$ matrix function $A(t)$ in Eq. (1.10). Thus, the counterpart of "1" in Eq. (2.6) for scalar differential equations will now be the $n \times n$ unit or identity matrix, given by

$$
E=\left[\begin{array}{ccccc}
1 & 0 & . & . & 0  \tag{2.7}\\
0 & 1 & . & . & 0 \\
. & . & . & . & . \\
. & . & . & . & . \\
0 & 0 & . & . & 1
\end{array}\right]=\left[e_{1}, e_{2}, \cdots, e_{n}\right]
$$

where

$$
e_{i}=\left[\begin{array}{c}
0 \\
\cdot \\
\cdot \\
0 \\
1_{i} \\
0 \\
\cdot \\
\cdot \\
0
\end{array}\right]=\left[0, \cdots, 0,1_{i}, 0, \cdots, 0\right]^{T}, \quad i=1,2, \cdots, n
$$

Now, we assume that $A(t)$ and $f(t)$ are continuous on an interval $(a, b)$, so from Theorem 3.2.2, for $t_{0} \in(a, b)$ and for each $i=1,2, \cdots, n$,

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t), \quad x\left(t_{0}\right)=e_{i}, \tag{2.8}
\end{equation*}
$$

has a unique solution on $(a, b)$, which we denote by $x_{(i)}(t)$. Let's construct a matrix by putting these $x_{(i)}(t), i=1,2, \cdots, n$, as the columns. That is, define

$$
\begin{equation*}
U\left(t, t_{0}\right)=\left[x_{(1)}(t), x_{(2)}(t), \cdots, x_{(n)}(t)\right] . \tag{2.9}
\end{equation*}
$$

Example 3.2.3 Consider $x^{\prime}=A(t) x, x(0)=e_{i}, i=1,2$, where

$$
A(t)=\left[\begin{array}{ll}
t & 1 \\
0 & 2
\end{array}\right]
$$

To find $U(t, 0)$, we solve

$$
\begin{aligned}
& x_{(1)}^{\prime}(t)=A(t) x_{(1)}(t), \quad x_{(1)}(0)=\left[\begin{array}{l}
1 \\
0
\end{array}\right] \\
& x_{(2)}^{\prime}(t)=A(t) x_{(2)}(t), \quad x_{(2)}(0)=\left[\begin{array}{l}
0 \\
1
\end{array}\right] .
\end{aligned}
$$

For $x_{(1)}(t)$, we find that the second component is from a linear differential equation with the zero initial value, thus the second component is zero. The first component is now from $x^{\prime}=t x, x(0)=1$. Therefore,

$$
x_{(1)}(t)=\left[\begin{array}{c}
e^{t^{2} / 2} \\
0
\end{array}\right]
$$

For $x_{(2)}(t)$, the second component is $e^{2 t}$. The first component is now from $x^{\prime}=t x+e^{2 t}, x(0)=0$. Therefore, using the variation of parameters formula for scalar linear differential equations, we obtain

$$
x_{(2)}(t)=\left[\begin{array}{c}
e^{t^{2} / 2} \int_{0}^{t} e^{2 s-\left(s^{2} / 2\right)} d s \\
e^{2 t}
\end{array}\right]
$$

Accordingly, the matrix $U$ in this case is given by

$$
U(t, 0)=\left[\begin{array}{cc}
e^{t^{2} / 2} & e^{t^{2} / 2} \int_{0}^{t} e^{2 s-\left(s^{2} / 2\right)} d s  \tag{2.10}\\
0 & e^{2 t}
\end{array}\right]
$$

The $n \times n$ matrix $U\left(t, t_{0}\right)$ defined by (2.9) has the following properties, which are similar to those of the scalar $U_{1}\left(t, t_{0}\right)=e^{\int_{t_{0}}^{t} k(h) d h}$ for scalar homogeneous linear differential equations.

Theorem 3.2.4 For $U\left(t, t_{0}\right)$ defined in (2.9) with $t, t_{0} \in(a, b)$,
(U1). $U\left(t, t_{0}\right)$ is the unique matrix solution of $\frac{d}{d t} U\left(t, t_{0}\right)=A(t) U\left(t, t_{0}\right)$, $U\left(t_{0}, t_{0}\right)=E, t \in(a, b)$.
(U2). For any $x_{0} \in \Re^{n}$, the unique solution of Eq. (1.10) is given by $x\left(t, t_{0}, x_{0}\right)=U\left(t, t_{0}\right) x_{0}$. That is, $x\left(t, t_{0}, x_{0}\right)$ is a linear combination of the columns in $U\left(t, t_{0}\right)$ with the combination coefficients given by the components of $x_{0}$.
(U3). For any fixed $t \in(a, b)$, the columns of $U\left(t, t_{0}\right)$ are linearly independent vectors in $\Re^{n}$, and hence the matrix $U\left(t, t_{0}\right)$ is invertible.

Proof. (U1): Since $U\left(t, t_{0}\right)=\left[x_{(1)}(t), x_{(2)}(t), \cdots, x_{(n)}(t)\right]$, we have

$$
\frac{d}{d t} U\left(t, t_{0}\right)=\left[x_{(1)}^{\prime}(t), x_{(2)}^{\prime}(t), \cdots, x_{(n)}^{\prime}(t)\right]
$$

and

$$
\begin{aligned}
A(t) U\left(t, t_{0}\right) & =A(t)\left[x_{(1)}(t), x_{(2)}(t), \cdots, x_{(n)}(t)\right] \\
& =\left[A(t) x_{(1)}(t), A(t) x_{(2)}(t), \cdots, A(t) x_{(n)}(t)\right]
\end{aligned}
$$

Thus we can compare each column to derive the equalities in (U1). The uniqueness can also be obtained in this way using the uniqueness for Eq. (2.8).
(U2): Since each column in $U\left(t, t_{0}\right)$ is a solution of Eq. (1.11), by the principle of superposition, we find that $U\left(t, t_{0}\right) x_{0}$, as a linear combination of $n$ such solutions, is a solution of Eq. (1.10). Its uniqueness is guaranteed by Theorem 3.2.2.
(U3): Suppose there exists a $t_{1} \in(a, b)$ such that the vectors $\left\{x_{(1)}\left(t_{1}\right)\right.$, $\left.x_{(2)}\left(t_{1}\right), \cdots, x_{(n)}\left(t_{1}\right)\right\}$ are linearly dependent in $\Re^{n}$. Then there exist constants $c_{1}, c_{2}, \cdots, c_{n}$, not all zero, such that

$$
c_{1} x_{(1)}\left(t_{1}\right)+c_{2} x_{(2)}\left(t_{1}\right)+\cdots+c_{n} x_{(n)}\left(t_{1}\right)=0
$$

Now define

$$
\begin{equation*}
y(t)=c_{1} x_{(1)}(t)+c_{2} x_{(2)}(t)+\cdots+c_{n} x_{(n)}(t), \quad t \in(a, b) \tag{2.11}
\end{equation*}
$$

By the principle of superposition, we find that $y(t)$ is a solution of

$$
\begin{equation*}
y^{\prime}(t)=A(t) y(t), \quad y\left(t_{1}\right)=0 \tag{2.12}
\end{equation*}
$$

But the 0 vector in $\Re^{n}$ is also a solution of (2.12), thus by the uniqueness from Theorem 3.2.2, we get $y(t)=0, t \in(a, b)$. In particular, $y\left(t_{0}\right)=0$,
which implies, from (2.8),

$$
\begin{align*}
0=y\left(t_{0}\right) & =c_{1} x_{(1)}\left(t_{0}\right)+c_{2} x_{(2)}\left(t_{0}\right)+\cdots+c_{n} x_{(n)}\left(t_{0}\right) \\
& =c_{1} e_{1}+c_{2} e_{2}+\cdots+c_{n} e_{n} \\
& =\left[c_{1}, c_{2}, \cdots, c_{n}\right]^{T}, \tag{2.13}
\end{align*}
$$

that is, $c_{i}=0$ for $i=1,2, \cdots, n$, which is a contradiction to the assumption that the constants $c_{1}, c_{2}, \cdots, c_{n}$ are not all zero.

Using the language of linear algebra, we have the following corollary of Theorem 3.2.4. First, let's recall some definitions in linear algebra.

Definition 3.2.5 Let $I$ be an interval and let $f_{i}: I \rightarrow \Re^{n}$ be a vector function, $i=1,2, \cdots, s$. We say that $f_{1}(t), f_{2}(t), \cdots, f_{s}(t)$ are linearly independent functions on $I$ if there do not exist constants $\left\{a_{1}, a_{2}, \cdots, a_{s}\right\}$, not all zero, such that

$$
\begin{equation*}
\sum_{i=1}^{s} a_{i} f_{i}(t) \equiv 0, \quad t \in I \tag{2.14}
\end{equation*}
$$

Or equivalently, if (2.14) is true for some constants $\left\{a_{1}, a_{2}, \cdots, a_{s}\right\}$, then we must have

$$
a_{1}=a_{2}=\cdots=a_{s}=0 .
$$

Let $S$ be a linear space consisting of some functions defined on $I$. We say that $S$ is n-dimensional if $S$ has a set, called a basis, consisting of $n$ linearly independent functions, such that any element of $S$ is a linear combination of the functions in the basis.

Corollary 3.2.6 Let Eq. (1.11) be defined on an interval $(a, b)$. Then all solutions of Eq. (1.11) (which are defined on ( $a, b$ ) by Theorem 3.2.2) form an $n$-dimensional linear space. Let $t_{0}$ be any value in $(a, b)$, then the columns in $U\left(t, t_{0}\right)$ is a basis for this space.

Proof. From the principle of superposition, all solutions of Eq. (1.11) form a linear space. Let $t_{0}$ be any value in $(a, b)$, then the $n$ columns of $U\left(t, t_{0}\right)$ are $n$ solutions of Eq. (1.11) and are linearly independent functions on ( $a, b$ ) using Theorem 3.2.4(U3) and Definition 3.2.5. Next, let $x(t)$ be any solution of Eq. (1.11) on $(a, b)$. Then $\left(t_{0}, x\left(t_{0}\right)\right)$ is well defined and can be regarded as an initial point for $x(t)$. Now, from Theorem 3.2.4(U2),
one has $x(t)=U\left(t, t_{0}\right) x\left(t_{0}\right)$. That is, any solution of Eq. (1.11) is a linear combination of the columns in $U\left(t, t_{0}\right)$. Therefore, the columns in $U\left(t, t_{0}\right)$ can be used as a basis. This completes the proof.

Example 3.2.7 Consider Example 3.2.3 again, where $A(t)=\left[\begin{array}{cc}t & 1 \\ 0 & 2\end{array}\right]$, and

$$
x_{(1)}(t)=\left[\begin{array}{c}
e^{t^{2} / 2} \\
0
\end{array}\right], \quad x_{(2)}(t)=\left[\begin{array}{c}
e^{t^{2} / 2} \int_{0}^{t} e^{2 s-\left(s^{2} / 2\right)} d s \\
e^{2 t}
\end{array}\right]
$$

If for some constants $a$ and $b$, one has

$$
a\left[\begin{array}{c}
e^{t^{2} / 2} \\
0
\end{array}\right]+b\left[\begin{array}{c}
e^{t^{2} / 2} \int_{0}^{t} e^{2 s-\left(s^{2} / 2\right)} d s \\
e^{2 t}
\end{array}\right]=0
$$

then we must have $b=0$ from the second component and then $a=0$ from the first component. Thus $x_{(1)}(t)$ and $x_{(2)}(t)$ are linearly independent.

Now, we make the following definition concerning the matrix $U\left(t, t_{0}\right)$.
Definition 3.2.8 The matrix $U\left(t, t_{0}\right)$ defined in (2.9) is called the fundamental matrix solution of Eq. (1.10). That is, $U\left(t, t_{0}\right)$ is the unique matrix solution of $\frac{d}{d t} U\left(t, t_{0}\right)=A(t) U\left(t, t_{0}\right), U\left(t_{0}, t_{0}\right)=E$.

Next, knowing that $U\left(t, t_{0}\right) x_{0}$ is the unique solution of the homogeneous linear differential equation (1.10), we follow the ideas of the variation of parameters formulas derived for scalar linear differential equations, and try to find a solution of the nonhomogeneous linear differential equation (1.2) in $\Re^{n}, n \geq 1$, of the form $U\left(t, t_{0}\right) C(t)$, where $C(t)$ is an unknown $n \times 1$ vector function to be determined. Then, from Eq. (1.2) and the product rule, we are led to

$$
\left[\frac{d}{d t} U\left(t, t_{0}\right)\right] C(t)+U\left(t, t_{0}\right) C^{\prime}(t)=A(t) U\left(t, t_{0}\right) C(t)+f(t)
$$

From Theorem 3.2.4(U1), [ $\left.\frac{d}{d t} U\left(t, t_{0}\right)\right] C(t)=A(t) U\left(t, t_{0}\right) C(t)$, hence

$$
U\left(t, t_{0}\right) C^{\prime}(t)=f(t)
$$

Using Theorem 3.2.4(U3), $U^{-1}\left(t, t_{0}\right)$ exists for $t \in(a, b)$. Therefore,

$$
\begin{align*}
C(t) & =C\left(t_{0}\right)+\int_{t_{0}}^{t} U^{-1}\left(s, t_{0}\right) f(s) d s \\
& =x_{0}+\int_{t_{0}}^{t} U^{-1}\left(s, t_{0}\right) f(s) d s \tag{2.15}
\end{align*}
$$

hence

$$
\begin{align*}
U\left(t, t_{0}\right) C(t) & =U\left(t, t_{0}\right)\left[x_{0}+\int_{t_{0}}^{t} U^{-1}\left(s, t_{0}\right) f(s) d s\right] \\
& =U\left(t, t_{0}\right) x_{0}+\int_{t_{0}}^{t} U\left(t, t_{0}\right) U^{-1}\left(s, t_{0}\right) f(s) d s \tag{2.16}
\end{align*}
$$

This formula is similar to formula (1.13) in Section 1 of Chapter 1 for scalar differential equations, where we know for the scalar $U_{1}\left(t, t_{0}\right)=$ $e^{\int_{t_{0}}^{t} k(h) d h}$ that

$$
\begin{aligned}
U_{1}\left(t, t_{0}\right) U_{1}^{-1}\left(s, t_{0}\right) & =e^{\int_{t_{0}}^{t} k(h) d h} e^{-\int_{t_{0}}^{s} k(h) d h} \\
& =e^{\int_{s}^{t} k(h) d h}=U_{1}(t, s)
\end{aligned}
$$

Thus, in order to simplify (2.16) and derive something that looks like formula (1.14) in Section 1 of Chapter 1 involving an evolution system, let's find out what is $U\left(t, t_{0}\right) U^{-1}\left(s, t_{0}\right)$ for differential equations in $\Re^{n}$. First, note that in a similar way, $U(r, s)$ is defined to be the fundamental matrix solution of $\frac{d}{d r} U(r, s)=A(r) U(r, s), U(s, s)=E$.

Lemma 3.2.9 Let Eq. (1.10) be defined on $(a, b)$. For the fundamental matrix solutions, the evolution system property is satisfied. That is, we have, for any $t, t_{0}, t_{1} \in(a, b)$,

$$
\left\{\begin{array}{l}
U(t, t)=E,  \tag{2.17}\\
U\left(t, t_{1}\right) U^{-1}\left(t_{0}, t_{1}\right)=U\left(t, t_{0}\right), \\
U^{-1}\left(t_{0}, t_{1}\right)=U\left(t_{1}, t_{0}\right) \\
U\left(t, t_{1}\right) U\left(t_{1}, t_{0}\right)=U\left(t, t_{0}\right) .
\end{array}\right.
$$

Proof. $U(t, t)=E$ is from the definition. From Theorem 3.2.4(U2), $U\left(t, t_{0}\right) x_{0}$ is the unique solution of Eq. (1.10). Next, define $y(t)=$ $U\left(t, t_{1}\right) U^{-1}\left(t_{0}, t_{1}\right) x_{0}$. We have $y\left(t_{0}\right)=U\left(t_{0}, t_{1}\right) U^{-1}\left(t_{0}, t_{1}\right) x_{0}=x_{0}$, and

$$
\begin{aligned}
y^{\prime}(t) & =\left[\frac{d}{d t} U\left(t, t_{1}\right)\right]\left[U^{-1}\left(t_{0}, t_{1}\right) x_{0}\right] \\
& =A(t) U\left(t, t_{1}\right)\left[U^{-1}\left(t_{0}, t_{1}\right) x_{0}\right] \\
& =A(t)\left[U\left(t, t_{1}\right) U^{-1}\left(t_{0}, t_{1}\right) x_{0}\right] \\
& =A(t) y(t),
\end{aligned}
$$

which imply that $y(t)$ is also a solution of Eq. (1.10). Then the uniqueness for Eq. (1.10) implies $y(t)=\left[U\left(t, t_{0}\right)\right] x_{0}$. That is, we have

$$
\begin{equation*}
\left[U\left(t, t_{1}\right) U^{-1}\left(t_{0}, t_{1}\right)\right] x_{0}=\left[U\left(t, t_{0}\right)\right] x_{0} . \tag{2.18}
\end{equation*}
$$

But $x_{0}$ in (2.18) can be arbitrary, so that by letting $x_{0}=e_{i}, i=1,2, \cdots, n$, where $\left\{e_{1}, e_{2}, \cdots, e_{n}\right\}$ form the standard unit basis of $\Re^{n}$, we obtain

$$
U\left(t, t_{1}\right) U^{-1}\left(t_{0}, t_{1}\right)=U\left(t, t_{0}\right) .
$$

The third equality in (2.17) is true by letting $t=t_{1}$ in the second equality, and the last equality in (2.17) is true from the first three equalities. This completes the proof.
Example 3.2.10 In Example 3.2.3 with $A(t)=\left[\begin{array}{ll}t & 1 \\ 0 & 2\end{array}\right]$, we have calculated $U(t, 0)$. Now, the same calculation gives

$$
U(t, h)=\left[\begin{array}{cc}
e^{\left(t^{2} / 2\right)-\left(h^{2} / 2\right)} & e^{t^{2} / 2} \int_{h}^{t} e^{2(s-h)-\left(s^{2} / 2\right)} d s \\
0 & e^{2(t-h)}
\end{array}\right]
$$

Thus,

$$
U^{-1}(t, h)=e^{-\left(t^{2} / 2\right)+\left(h^{2} / 2\right)-2(t-h)}\left[\begin{array}{cc}
e^{2(t-h)} & -e^{t^{2} / 2} \int_{h}^{t} e^{2(s-h)-\left(s^{2} / 2\right)} d s \\
0 & e^{\left(t^{2} / 2\right)-\left(h^{2} / 2\right)}
\end{array}\right] .
$$

Therefore,

$$
\begin{aligned}
& U\left(t, t_{1}\right) U^{-1}\left(t_{0}, t_{1}\right) \\
& =\left[\begin{array}{cc}
e^{\left(t^{2} / 2\right)-\left(t_{1}^{2} / 2\right)} & e^{t^{2} / 2} \int_{t_{1}}^{t} e^{2\left(s-t_{1}\right)-\left(s^{2} / 2\right)} d s \\
0 & e^{2\left(t-t_{1}\right)}
\end{array}\right] \\
& \cdot e^{-\left(t_{0}^{2} / 2\right)+\left(t_{1}^{2} / 2\right)-2\left(t_{0}-t_{1}\right)}\left[\begin{array}{cc}
e^{2\left(t_{0}-t_{1}\right)} & -e^{t_{0}^{2} / 2} \\
0 & \int_{t_{1} e_{0}} e^{2\left(s-t_{1}\right)-\left(s^{2} / 2\right)} d s \\
0 & e^{\left(t_{0}^{2} / 2\right)-\left(t_{1}^{2} / 2\right)}
\end{array}\right] \\
& =\left[\begin{array}{cc}
e^{\left(t^{2} / 2\right)-\left(t_{0}^{2} / 2\right)} & e^{\left(t^{2} / 2\right)-2\left(t_{0}-t_{1}\right)} \int_{t_{0}}^{t} e^{2\left(s-t_{1}\right)-\left(s^{2} / 2\right)} d s \\
0 & e^{2\left(t-t_{0}\right)}
\end{array}\right] \\
& =\left[\begin{array}{cc}
e^{\left(t^{2} / 2\right)-\left(t_{0}^{2} / 2\right)} & e^{t^{2} / 2} \int_{t_{0}}^{t} e^{2\left(s-t_{0}\right)-\left(s^{2} / 2\right)} d s \\
0 & e^{2\left(t-t_{0}\right)}
\end{array}\right] \\
& =U\left(t, t_{0}\right),
\end{aligned}
$$

which is the second equality in (2.17). Based on this, other equalities in (2.17) can be checked for this example.

After showing the evolution system property in Lemma 3.2.9, we derive the following variation of parameters formula from (2.16). The formula is similar to formula (1.14) in Section 1 of Chapter 1 for scalar linear differential equations.

Theorem 3.2.11 (Variation of Parameters Formula) Assume that $A(t)$ and $f(t)$ are continuous on an interval $(a, b)$. Let $t_{0} \in(a, b)$ and let $U\left(t, t_{0}\right)$ be the fundamental matrix solution of Eq. (1.10). Then the unique solution of Eq. (1.2) is given by

$$
\begin{align*}
x(t) & =U\left(t, t_{0}\right)\left[x_{0}+\int_{t_{0}}^{t} U^{-1}\left(s, t_{0}\right) f(s) d s\right] \\
& =U\left(t, t_{0}\right) x_{0}+\int_{t_{0}}^{t} U(t, s) f(s) d s, \quad t \in(a, b) . \tag{2.19}
\end{align*}
$$

This approach to formula (2.19) demonstrates that structures of solutions for all first-order linear differential equations in $\Re^{n}, n \geq 1$, are the same, and are also determined by the fundamental matrix solutions which satisfy the "evolution system property" described in Lemma 3.2.9. The solution formula (2.19) also indicates the "affine" structure of Eq. (1.2), meaning that the solution set is some particular solution of Eq. (1.2) plus any solution of the corresponding homogeneous equation. This is very useful when we study some qualitative properties of solutions for Eq. (1.2), such as stability.

We have one problem left, however. That is, for the scalar linear differential equation $x^{\prime}(t)=k(t) x(t)$, we know from Chapter 1 that the fundamental (scalar) solution $U_{1}\left(t, t_{0}\right)$ can be expressed as an exponential, that is, we have

$$
\begin{equation*}
U_{1}\left(t, t_{0}\right)=\exp \left(\int_{t_{0}}^{t} k(s) d s\right) . \tag{2.20}
\end{equation*}
$$

Now, for $n>1$, we ask the following question:
What does the fundamental matrix solution $U\left(t, t_{0}\right)$ look like for Eq. (1.10) in $\Re^{n}$ ?

We may mimic the formula (2.20) for scalar differential equations and guess that in $\Re^{n}$ the fundamental matrix solution $U\left(t, t_{0}\right)$ is given by

$$
\exp \left(\int_{t_{0}}^{t} A(s) d s\right)
$$

To pursue in this direction, we must understand the meaning of putting a matrix into the exponential function. From the Taylor series expansion of
$e^{a}=1+a+\frac{a^{2}}{2!}+\frac{a^{3}}{3!}+\cdots$ in $\Re$, we have
Lemma 3.2.12 Let $A$ be an $n \times n$ matrix. Then the series

$$
\begin{equation*}
E+A+\frac{A^{2}}{2!}+\frac{A^{3}}{3!}+\cdots \tag{2.21}
\end{equation*}
$$

(where $E$ is the $n \times n$ unit or identity matrix) converges to an $n \times n$ matrix.

Proof. Let $m$ be any integer. Since $|A|$ is a finite number, we have,

$$
\begin{align*}
|E|+|A|+\frac{|A|^{2}}{2!}+\frac{|A|^{3}}{3!}+\cdots+\frac{|A|^{m}}{m!} & =n+|A|+\frac{|A|^{2}}{2!}+\frac{|A|^{3}}{3!}+\cdots+\frac{|A|^{m}}{m!} \\
& \leq(n-1)+e^{|A|}<\infty \tag{2.22}
\end{align*}
$$

which implies that the series in (2.21) converges absolutely. This completes the proof. (Cauchy criterion can also be used to prove the result.)

Definition 3.2.13 Based on Lemma 3.2.12, we define the limit in (2.21) as $e^{A}$, also written as $\exp (A)$. That is,

$$
\begin{equation*}
e^{A}=\exp (A)=\lim _{m \rightarrow \infty}\left[E+A+\frac{A^{2}}{2!}+\frac{A^{3}}{3!}+\cdots+\frac{A^{m}}{m!}\right]=\sum_{k=0}^{\infty} \frac{A^{k}}{k!} \tag{2.23}
\end{equation*}
$$

Now we know how to put a matrix into the exponential function, thus $\exp \left(\int_{t_{0}}^{t} A(s) d s\right)$ makes sense. For scalar equations, $\exp \left(\int_{t_{0}}^{t} A(s) d s\right)$ is always a fundamental (scalar) solution according to (2.20). Thus, at this stage, we ask the following question:

For $n>1$, is $\exp \left(\int_{t_{0}}^{t} A(s) d s\right)$ always a fundamental matrix solution of Eq. (1.10)?

Unfortunately, the answer is NO, as we shall see from the following example.

Example 3.2.14 Consider $x^{\prime}(t)=A(t) x(t)$, where

$$
A(t)=\left[\begin{array}{ll}
t & 1 \\
0 & 0
\end{array}\right]
$$

We have

$$
\begin{align*}
& \exp \left(\int_{0}^{t} A(s) d s\right)=\exp \left[\begin{array}{cc}
\frac{t^{2}}{2} & t \\
0 & 0
\end{array}\right] \\
& =\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]+\left[\begin{array}{cc}
\frac{t^{2}}{2} & t \\
0 & 0
\end{array}\right]+\frac{1}{2!}\left[\begin{array}{cc}
\frac{t^{2}}{2} & t \\
0 & 0
\end{array}\right]^{2}+\cdots \\
& =\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]+\left[\begin{array}{cc}
\frac{t^{2}}{2} & t \\
0 & 0
\end{array}\right]+\frac{1}{2!}\left[\begin{array}{cc}
\left(\frac{t^{2}}{2}\right)^{2} & \frac{t^{2}}{2} t \\
0 & 0
\end{array}\right]+\cdots \tag{2.24}
\end{align*}
$$

Now, the $(1,2)$ position (the first row and the second column) of the matrix (2.24) is

$$
\begin{align*}
& t+\frac{1}{2!} \frac{t^{2}}{2} t+\frac{1}{3!}\left(\frac{t^{2}}{2}\right)^{2} t+\frac{1}{4!}\left(\frac{t^{2}}{2}\right)^{3} t+\cdots \\
& =\frac{2}{t}\left[\frac{t^{2}}{2}+\frac{1}{2!}\left(\frac{t^{2}}{2}\right)^{2}+\frac{1}{3!}\left(\frac{t^{2}}{2}\right)^{3}+\frac{1}{4!}\left(\frac{t^{2}}{2}\right)^{4}+\cdots\right] \\
& =\frac{2}{t}\left[e^{t^{2} / 2}-1\right] \tag{2.25}
\end{align*}
$$

therefore, the matrix (2.24) becomes

$$
\exp \left(\int_{0}^{t} A(s) d s\right)=\left[\begin{array}{cc}
e^{t^{2} / 2} & \frac{2}{t}\left[e^{t^{2} / 2}-1\right]  \tag{2.26}\\
0 & 1
\end{array}\right]
$$

If the matrix given in (2.26) is a matrix solution of $x^{\prime}=A(t) x$, then $g(t)=\frac{2}{t}\left[e^{t^{2} / 2}-1\right]$ on the $(1,2)$ position shall satisfy

$$
g^{\prime}(t)=[t, 1] \times\left[\begin{array}{c}
g(t)  \tag{2.27}\\
1
\end{array}\right]=\operatorname{tg}(t)+1
$$

However,

$$
\begin{equation*}
g^{\prime}(t)=\frac{d}{d t}\left(\frac{2}{t}\left[e^{t^{2} / 2}-1\right]\right)=\frac{-2}{t^{2}}\left[e^{t^{2} / 2}-1\right]+2 e^{t^{2} / 2} \tag{2.28}
\end{equation*}
$$

but

$$
\begin{equation*}
\operatorname{tg}(t)+1=t \frac{2}{t}\left[e^{t^{2} / 2}-1\right]+1=2\left[e^{t^{2} / 2}-1\right]+1=2 e^{t^{2} / 2}-1 \tag{2.29}
\end{equation*}
$$

thus (2.27) is not satisfied. Therefore, we conclude that $\exp \left(\int_{0}^{t} A(s) d s\right)$ is not a matrix solution of $x^{\prime}=A(t) x$. That is, for this $A(t)$,

$$
\begin{equation*}
\frac{d}{d t} \exp \left(\int_{0}^{t} A(s) d s\right) \neq A(t)\left[\exp \left(\int_{0}^{t} A(s) d s\right)\right] \tag{2.30}
\end{equation*}
$$

In view of Example 3.2.14, let's define $C(t)=\exp \left(\int_{t_{0}}^{t} A(s) d s\right)$ and find the conditions required for $C(t)$ to be a fundamental matrix solution. Suppose for the moment that $C(t)$ is a fundamental matrix solution, that is, $C^{\prime}(t)=A(t) C(t)$; also suppose for the moment that we require the chain rule to be held for $C(t)=\exp \left(\int_{t_{0}}^{t} A(s) d s\right)$ (in fact, it is a complicated subject, see Example 3.2.17), that is, $C^{\prime}(t)=C(t) A(t)$. Then we would require $A(t) C(t)=C(t) A(t)$, or require $A(t)\left(\int_{t_{0}}^{t} A(s) d s\right)=\left(\int_{t_{0}}^{t} A(s) d s\right) A(t)$. We will show that under this condition, $\exp \left(\int_{t_{0}}^{t} A(s) d s\right)$ is a fundamental matrix solution.

Theorem 3.2.15 Let Eq. (1.10) be defined on $(a, b)$. If $A(t)$ commutes with its integral, that is, if

$$
\begin{equation*}
A(t)\left(\int_{t_{0}}^{t} A(s) d s\right)=\left(\int_{t_{0}}^{t} A(s) d s\right) A(t), \quad t_{0}, t \in(a, b) \tag{2.31}
\end{equation*}
$$

then the fundamental matrix solution $U\left(t, t_{0}\right)$ of $E q$. (1.10) is given by

$$
\begin{equation*}
U\left(t, t_{0}\right)=\exp \left(\int_{t_{0}}^{t} A(s) d s\right) \tag{2.32}
\end{equation*}
$$

In this case, the solution of Eq. (1.2) for $t \in(a, b)$ is given by

$$
\begin{align*}
x(t) & =\left[\exp \left(\int_{t_{0}}^{t} A(s) d s\right)\right]\left[x_{0}+\int_{t_{0}}^{t}\left\{\exp \left(\int_{t_{0}}^{s} A(r) d r\right)\right\}^{-1} f(s) d s\right] \\
& =\left[\exp \left(\int_{t_{0}}^{t} A(s) d s\right)\right] x_{0}+\int_{t_{0}}^{t}\left[\exp \left(\int_{s}^{t} A(r) d r\right)\right] f(s) d s \tag{2.33}
\end{align*}
$$

Proof. Define $B(t)=\int_{t_{0}}^{t} A(s) d s$. We first use an induction to verify that

$$
\begin{equation*}
\frac{d}{d t}[B(t)]^{m}=m A(t)[B(t)]^{m-1}, \quad m=1,2, \cdots \tag{2.34}
\end{equation*}
$$

Formula (2.34) is true when $m=1$ because we have $\frac{d}{d t} B(t)=A(t)$ from the definition of $B(t)$. Assume that (2.34) is true for $m=k$. Then for $m=k+1$, we have, from the product rule and the fact that $A(t)$ and $B(t)$ commute,

$$
\begin{align*}
\frac{d}{d t}[B(t)]^{k+1} & =\frac{d}{d t}\left\{[B(t)]^{k} B(t)\right\} \\
& =\left\{\frac{d}{d t}[B(t)]^{k}\right\} B(t)+[B(t)]^{k} \frac{d}{d t} B(t) \\
& =k A(t)[B(t)]^{k-1} B(t)+[B(t)]^{k} A(t) \\
& =k A(t)[B(t)]^{k}+A(t)[B(t)]^{k}=(k+1) A(t)[B(t)]^{k} \tag{2.35}
\end{align*}
$$

which proves (2.34) for $m=k+1$, and hence completes the induction. Next, note that from the proof of Picard's local existence and uniqueness theorem 2.2.7 in Chapter 2, the solution of Eq. (1.10) is the limit of the sequence

$$
\left\{\begin{align*}
x_{0}(t) & =x_{0}  \tag{2.36}\\
x_{1}(t) & =x_{0}+\int_{t_{0}}^{t} A(s) x_{0}(s) d s=[E+B(t)] x_{0} \\
x_{m+1}(t) & =x_{0}+\int_{t_{0}}^{t} A(s) x_{m}(s) d s, \quad m=1,2, \cdots
\end{align*}\right.
$$

Now, let's use an induction to verify that $x_{m}(t)$ defined in (2.36) satisfies

$$
\begin{equation*}
x_{m}(t)=\left[E+B(t)+\frac{1}{2!} B^{2}(t)+\cdots+\frac{1}{m!} B^{m}(t)\right] x_{0}, \quad m=1,2, \cdots \tag{2.37}
\end{equation*}
$$

If this can be verified, then taking a limit as $m \rightarrow \infty$ in (2.37), we see that the left-hand side of (2.37) goes to the solution of Eq. (1.10), given by $U\left(t, t_{0}\right) x_{0}$; and the right-hand side of (2.37) goes to $e^{B(t)} x_{0}$. Thus,

$$
U\left(t, t_{0}\right) x_{0}=e^{B(t)} x_{0}=e^{\int_{t_{0}}^{t} A(s) d s} x_{0}
$$

therefore, $(2.32)$ is proved since $x_{0}$ is arbitrary.
To verify (2.37), note that (2.37) is true for $m=1$ from (2.36). Assume that (2.37) is true for $m=k$. Then for $m=k+1$, we have, from (2.36) and (2.34) (which also says that $\frac{d}{d t} \frac{[B(t)]^{m}}{m!}=\frac{A(t)[B(t)]^{m-1}}{(m-1)!}$ ),

$$
\begin{align*}
\frac{d}{d t} x_{k+1}(t) & =A(t) x_{k}(t) \\
& =A(t)\left[E+B(t)+\frac{1}{2!} B^{2}(t)+\cdots+\frac{1}{k!} B^{k}(t)\right] x_{0} \\
& =\left[A(t)+A(t) B(t)+\frac{1}{2!} A(t) B^{2}(t)+\cdots+\frac{1}{k!} A(t) B^{k}(t)\right] x_{0} \\
& =\frac{d}{d t}\left[B(t)+\frac{1}{2!} B^{2}(t)+\cdots+\frac{1}{(k+1)!} B^{k+1}(t)\right] x_{0} \tag{2.38}
\end{align*}
$$

then

$$
x_{k+1}(t)=H+\left[B(t)+\frac{1}{2!} B^{2}(t)+\cdots+\frac{1}{(k+1)!} B^{k+1}(t)\right] x_{0}
$$

for some constant vector $H$. Since $B\left(t_{0}\right)=0$, we have

$$
H=x_{k+1}\left(t_{0}\right)=x_{0}
$$

therefore

$$
\begin{align*}
x_{k+1}(t) & =x_{0}+\left[B(t)+\frac{1}{2!} B^{2}(t)+\cdots+\frac{1}{(k+1)!} B^{k+1}(t)\right] x_{0} \\
& =\left[E+B(t)+\frac{1}{2!} B^{2}(t)+\cdots+\frac{1}{(k+1)!} B^{k+1}(t)\right] x_{0} \tag{2.39}
\end{align*}
$$

which verifies (2.37) for $m=k+1$, and hence completes the induction. Therefore, (2.32) is true. Finally, note that (2.33) is from the variation of parameters formula in Theorem 3.2.11. This completes the proof.

Observe that (2.31) is not true in general. That is, if you randomly pick up a matrix $A(t)$, then chances are that (2.31) does not hold for that $A(t)$. Let's look at the following example.

Example 3.2.16 Let

$$
A(t)=\left[\begin{array}{cc}
1 & t \\
t^{2} & t^{3}
\end{array}\right]
$$

Then

$$
A(t)\left(\int_{0}^{t} A(s) d s\right)=\left[\begin{array}{cc}
1 & t \\
t^{2} & t^{3}
\end{array}\right]\left[\begin{array}{cc}
t & \frac{t^{2}}{2} \\
\frac{t^{3}}{3} & \frac{t^{4}}{4}
\end{array}\right]=\left[\begin{array}{cc}
t+\frac{t^{4}}{3} & \frac{t^{2}}{2}+\frac{t^{5}}{4} \\
t^{3}+\frac{t^{6}}{3} & \frac{t^{4}}{2}+\frac{t^{7}}{4}
\end{array}\right]
$$

but

$$
\left(\int_{0}^{t} A(s) d s\right) A(t)=\left[\begin{array}{cc}
t & \frac{t^{2}}{2} \\
\frac{t^{3}}{3} & \frac{t^{4}}{4}
\end{array}\right]\left[\begin{array}{cc}
1 & t \\
t^{2} & t^{3}
\end{array}\right]=\left[\begin{array}{cc}
t+\frac{t^{4}}{2} & t^{2}+\frac{t^{5}}{2} \\
\frac{t^{3}}{3}+\frac{t^{6}}{4} & \frac{t^{4}}{3}+\frac{t^{7}}{4}
\end{array}\right]
$$

therefore, $(2.31)$ does not hold for this $A(t)$.
However, if, for example, $A(t)$ is independent of $t$, that is, $A(t)=A$ for a constant matrix $A$, then (2.31) is true, because now,

$$
A(t)\left(\int_{t_{0}}^{t} A(s) d s\right)=A\left(\int_{t_{0}}^{t} A d s\right)=\left(t-t_{0}\right) A^{2}=\left(\int_{t_{0}}^{t} A(s) d s\right) A(t)
$$

since $A(t)$ is independent of $t$. This case will be treated in the next section.
Recall that the chain rule for exponential functions says that if $a(t)$ is a scalar differentiable function, then

$$
\frac{d}{d t} e^{a(t)}=e^{a(t)} \frac{d}{d t} a(t)=\left[\frac{d}{d t} a(t)\right] e^{a(t)}
$$

Now, we point out that in general, chain rule does not hold for $\exp \left(\int_{t_{0}}^{t} A(s) d s\right)$ when $A(t)$ is an $n \times n$ matrix function with $n>1$.

Example 3.2.17 (Chain rule doesn't hold for $\exp \left(\int_{t_{0}}^{t} A(s) d s\right)$ when $n>1$ ). In general, for an $n \times n$ matrix function $A(t)$ with $n>1$,

$$
\begin{align*}
\frac{d}{d t} \exp \left(\int_{t_{0}}^{t} A(s) d s\right) & \neq\left[\exp \left(\int_{t_{0}}^{t} A(s) d s\right)\right] A(t)  \tag{2.40}\\
\frac{d}{d t} \exp \left(\int_{t_{0}}^{t} A(s) d s\right) & \neq A(t)\left[\exp \left(\int_{t_{0}}^{t} A(s) d s\right)\right] \tag{2.41}
\end{align*}
$$

To see why, we look at Example 3.2.14 again, where $A(t)=\left[\begin{array}{cc}t & 1 \\ 0 & 0\end{array}\right]$, and $\exp \left(\int_{0}^{t} A(s) d s\right)=\left[\begin{array}{cc}e^{t^{2} / 2} & \frac{2}{t}\left[e^{t^{2} / 2}-1\right] \\ 0 & 1\end{array}\right]$. The $(1,2)$ position of $\frac{d}{d t} \exp \left(\int_{0}^{t} A(s) d s\right)$ is $\frac{d}{d t} \frac{2}{t}\left[e^{t^{2} / 2}-1\right]=\frac{-2}{t^{2}}\left[e^{t^{2} / 2}-1\right]+2 e^{t^{2} / 2}$; but the $(1,2)$ position of $\left[\exp \left(\int_{0}^{t} A(s) d s\right)\right] A(t)$ is $e^{t^{2} / 2}$, thus we get (2.40) in this case. We also get (2.41) in this case because of (2.30) in Example 3.2.14.

Next, we close this section by showing the following interesting result concerning a general matrix solution (not necessarily the fundamental one).

Theorem 3.2.18 (Liouville's formula) Let $X(t)$ be an $n \times n$ matrix function such that $X^{\prime}(t)=A(t) X(t), t \in(a, b)$. Then

$$
\begin{equation*}
\frac{d}{d t}[\operatorname{det} X(t)]=[\operatorname{tr} A(t)][\operatorname{det} X(t)], \quad t \in(a, b) \tag{2.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{det} X(t)=\left[\operatorname{det} X\left(t_{0}\right)\right] \exp \left(\int_{t_{0}}^{t} \operatorname{tr} A(s) d s\right), \quad t_{0}, t \in(a, b) \tag{2.43}
\end{equation*}
$$

where $\operatorname{tr} A(t)=\sum_{i=1}^{n} a_{i i}(t)$ for the $n \times n$ matrix $A(t)=\left[a_{i j}(t)\right]$, and $\operatorname{det}$ denotes determinant.

Proof. Let $X(t)=\left[x_{i j}(t)\right]$. From the operations of matrices,

$$
[\operatorname{det} X(t)]^{\prime}=\left|\begin{array}{ccccc}
x_{11}^{\prime} & x_{12}^{\prime} & . & . & x_{1 n}^{\prime}  \tag{2.44}\\
x_{21} & x_{22} & . & . & x_{2 n} \\
\cdot & \cdot & . & . & \cdot \\
. & \cdot & \cdot & . & \cdot \\
x_{n 1} & x_{n 2} & . & . & x_{n n}
\end{array}\right|+\cdots+\left|\begin{array}{ccccc}
x_{11} & x_{12} & . & . & x_{1 n} \\
x_{21} & x_{22} & . & . & x_{2 n} \\
. & . & . & . & \cdot \\
. & . & . & . & \cdot \\
x_{n 1}^{\prime} & x_{n 2}^{\prime} & . & . & x_{n n}^{\prime}
\end{array}\right|
$$

Since $X(t)$ satisfies $X^{\prime}=A(t) X(t)$, we have

$$
x_{i j}^{\prime}(t)=\sum_{k=1}^{n} a_{i k}(t) x_{k j}(t)
$$

Thus, (2.44) becomes

$$
\begin{align*}
& {[\operatorname{det} X(t)]^{\prime}} \\
& =\left|\begin{array}{ccccc}
\sum_{k=1}^{n} a_{1 k} x_{k 1} & \sum_{k=1}^{n} a_{1 k} x_{k 2} & \cdot & \cdot & \sum_{k=1}^{n} a_{1 k} x_{k n} \\
x_{21} & x_{22} & \cdot & \cdot & x_{2 n} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
x_{n 1} & x_{n 2} & \cdot & \cdot & x_{n n}
\end{array}\right|+\cdots  \tag{2.45}\\
& x_{11} \\
& x_{21}
\end{align*} x_{12}
$$

In the first determinant on the right-hand side of (2.45), multiply the second row by $a_{12}$ and subtract it from the first row, multiply the third row by $a_{13}$ and subtract it from the first row, $\cdots$, and multiply the last row by $a_{1 n}$ and subtract it from the first row. Then the first determinant on the right-hand side of (2.45) now equals

$$
\left|\begin{array}{ccccc}
a_{11} x_{11} & a_{11} x_{12} & . & . & a_{11} x_{1 n} \\
x_{21} & x_{22} & \cdot & \cdot & x_{2 n} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
x_{n 1} & x_{n 2} & \cdot & \cdot & x_{n n}
\end{array}\right|=a_{11}\left|\begin{array}{ccccc}
x_{11} & x_{12} & . & . & x_{1 n} \\
x_{21} & x_{22} & . & \cdot & x_{2 n} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
x_{n 1} & x_{n 2} & . & \cdot & x_{n n}
\end{array}\right|=a_{11}[\operatorname{det} X(t)] .
$$

Similar operations on other determinants on the right-hand side of (2.45) yield

$$
\begin{align*}
{[\operatorname{det} X(t)]^{\prime} } & =a_{11}(t)[\operatorname{det} X(t)]+a_{22}(t)[\operatorname{det} X(t)]+\cdots+a_{n n}(t)[\operatorname{det} X(t)] \\
& =[\operatorname{tr} A(t)][\operatorname{det} X(t)] \tag{2.46}
\end{align*}
$$

which is (2.42). To derive (2.43), all we need is to observe that (2.42) implies that $\operatorname{det} X(t)$ is a solution of $w^{\prime}=[\operatorname{tr} A(t)] w$. Solving it, we obtain (2.43). This completes the proof.

Theorem 3.2.18 says that for a general matrix solution $X(t)$ of $X^{\prime}(t)=$ $A(t) X(t)$ on $(a, b)$, $\operatorname{det} X(t)$ is always given as an exponential function, even though the fundamental matrix solution or $X(t)$ itself may not, in general, be given as an exponential matrix function.

Theorem 3.2.18 also says that the linear independence of the vector functions consisting of the columns of the matrix solution $X(t)$ is determined at any one point in $(a, b)$. In fact, we have the following corollary from Theorem 3.2.18.

Corollary 3.2.19 Let $X(t)$ be an $n \times n$ matrix function such that $X^{\prime}(t)=$ $A(t) X(t), t \in(a, b)$. Then the following statements are equivalent.

1. There exists a $t_{0} \in(a, b)$ such that $\operatorname{det} X\left(t_{0}\right) \neq 0$.
2. The vector functions consisting of the columns of $X(t)$ are linearly independent on $(a, b)$.
3. For any $t \in(a, b), \operatorname{det} X(t) \neq 0$.

Proof. We have $(3) \Rightarrow(1)$, and the proof of $(1) \Rightarrow(2)$ is left as an exercise. So we only need to prove $(2) \Rightarrow(3)$.

Assume the statement in (2). If the statement in (3) is not true, then there exists a $t_{0} \in(a, b)$ such that $\operatorname{det} X\left(t_{0}\right)=0$. Let $\left\{x_{(1)}(t), x_{(2)}(t), \cdots\right.$, $\left.x_{(n)}(t)\right\}$ be the n columns of the matrix solution $X(t)$. Then $\operatorname{det} X\left(t_{0}\right)=0$ implies that the n vectors $\left\{x_{(1)}\left(t_{0}\right), x_{(2)}\left(t_{0}\right), \cdots, x_{(n)}\left(t_{0}\right)\right\}$ in $\Re^{n}$ are linearly dependent. Thus there exist constants $c_{1}, c_{2}, \cdots, c_{n}$, not all zero, such that

$$
c_{1} x_{(1)}\left(t_{0}\right)+c_{2} x_{(2)}\left(t_{0}\right)+\cdots+c_{n} x_{(n)}\left(t_{0}\right)=0
$$

Now define

$$
\begin{equation*}
y(t)=c_{1} x_{(1)}(t)+c_{2} x_{(2)}(t)+\cdots+c_{n} x_{(n)}(t), \quad t \in(a, b) \tag{2.47}
\end{equation*}
$$

Since each $x_{(i)}(t)$ is a solution of $x^{\prime}(t)=A(t) x(t)$, by the principle of superposition, we find that $y(t)$ is a solution of

$$
\begin{equation*}
y^{\prime}(t)=A(t) y(t), \quad y\left(t_{0}\right)=0 \tag{2.48}
\end{equation*}
$$

But the 0 vector in $\Re^{n}$ is also a solution of (2.48), hence by the uniqueness from Theorem 3.2.2, we get $y(t)=0, t \in(a, b)$, or

$$
\begin{equation*}
c_{1} x_{(1)}(t)+c_{2} x_{(2)}(t)+\cdots+c_{n} x_{(n)}(t)=0, \quad t \in(a, b), \tag{2.49}
\end{equation*}
$$

which means that the vector functions $\left\{x_{(1)}(t), x_{(2)}(t), \cdots, x_{(n)}(t)\right\}$ are linearly dependent on $(a, b)$, a contradiction to the statement (2). This completes the proof.

Consequently, for a matrix solution $X(t)$ on an interval $(a, b)$, $\operatorname{det} X(t)$ is either identically zero on $(a, b)$ or never zero on $(a, b)$, that is, the linear independence of the columns of $X(t)$ on $(a, b)$ is determined at any one point in $(a, b)$. Notice that this is only true for a matrix solution because any column of a matrix solution is a solution. This may not be true for an arbitrary matrix function because for a set of functions, we deduce from Definition 3.2.5 that the linear independence at one point $t_{0}$ implies the linear independence on any interval containing $t_{0}$, the converse, however, is not true: The linear independence on an interval does not imply the linear independence at any point in that interval, see the following example.

Example 3.2.20 The scalar functions $\sin t$ and $\cos t$ are linearly independent on any $t$ interval. But for any fixed $t_{1}, \sin t_{1}$ and $\cos t_{1}$ are linearly dependent numbers in $\Re$. Accordingly, $f_{1}(t)=[\sin t, \sin t]^{T}$ and $f_{2}(t)=$ $[\cos t, \cos t]^{T}$ are linearly independent vector functions on any $t$ interval, but for any fixed $t_{1},\left[\sin t_{1}, \sin t_{1}\right]^{T}$ and $\left[\cos t_{1}, \cos t_{1}\right]^{T}$ are linearly dependent vectors in $\Re^{2}$. In other words, $[\sin t, \sin t]^{T}$ and $[\cos t, \cos t]^{T}$ are linearly independent vector functions on any $t$ interval, but for any $t$,

$$
\operatorname{det}\left[\begin{array}{cc}
\sin t & \cos t  \tag{2.50}\\
\sin t & \cos t
\end{array}\right]=0
$$

## Exercises 3.2

1. Find $2 \times 2$ matrices $A$ and $B$ such that $A B \neq B A$.
2. Randomly pick up a matrix $A(t)$ and check if $A(t)\left(\int_{t_{0}}^{t} A(s) d s\right)=$ $\left(\int_{t_{0}}^{t} A(s) d s\right) A(t)$.
3. Let $A(t)$ be an $n \times n$ matrix function and let $B$ be an $n \times n$ constant matrix, show that $\int_{a}^{b} A(t) B d t=\left[\int_{a}^{b} A(t) d t\right] B$ and $\int_{a}^{b} B A(t) d t=$ $B\left[\int_{a}^{b} A(t) d t\right]$, provided the integrals exist.
4. Use the definition of $e^{A}$ to show that for $A=\left[\begin{array}{ll}\lambda & 0 \\ 0 & \mu\end{array}\right], e^{A}=$ $\left[\begin{array}{cc}e^{\lambda} & 0 \\ 0 & e^{\mu}\end{array}\right]$
5. Find $\left[e^{t A}\right]^{-1}$.
6. Let $A, B, C$ be $n \times n$ constant matrices. Show that $e^{t A} C e^{t B}$ satisfies the matrix differential equation $X^{\prime}=A X+X B$.
7. Find the fundamental matrix solution $U\left(t, t_{0}\right)$ for
(a) $A(t)=\left[\begin{array}{cc}t & 1 \\ 0 & 2\end{array}\right]$;
(b) $A(t)=\left[\begin{array}{rrr}1 & -2 & 0 \\ 0 & 2 & 3 \\ 0 & 0 & -2\end{array}\right]$.
8. Find solutions for the equation $x^{\prime}=A x+f(t)$, where

$$
A=\left[\begin{array}{ll}
2 & 1 \\
0 & 2
\end{array}\right], \quad f(t)=\left[\begin{array}{c}
0 \\
e^{-t}
\end{array}\right]
$$

9. Find an $n \times n(n>1)$ matrix $A(t)$ (other than the one in Example 3.2.14) such that $\exp \left(\int_{t_{0}}^{t} A(s) d s\right)$ is not a matrix solution of $x^{\prime}=$ $A(t) x$. (Recall that it is a solution when $n=1$.)
10. (a) Show that $x(t) \equiv 0$ is the only solution of $3 x^{\prime \prime}(t)+5(\sin t) x^{\prime}(t)-$ $e^{t} x(t)=0$ with $x\left(t_{0}\right)=0, x^{\prime}\left(t_{0}\right)=0$.
(b) Show that if $x(t)$ is a solution of $3 x^{\prime \prime}(t)+5(\sin t) x^{\prime}(t)-e^{t} x(t)=0$ such that $x\left(t_{1}\right)=0, x^{\prime}\left(t_{1}\right)=0$ for some $t_{1} \in \Re$, then $x(t) \equiv 0$ for all $t \in \Re$.
11. Let $\Phi(t)$ be an $n \times n$ matrix function and write $\Phi(t)=\left[\Phi_{1}(t), \Phi_{2}(t), \cdots\right.$, $\Phi_{n}(t)$ ] with $\Phi_{i}(t)$ a column, $i=1,2, \cdots, n$. Show that for the matrix function $\Phi(t)$, one has
(a) $\Phi^{\prime}(t)=A(t) \Phi(t)$ if and only if $\Phi_{i}^{\prime}(t)=A(t) \Phi_{i}(t), i=1,2, \cdots, n$.
(b) $\Phi^{\prime}(t)=A(t) \Phi(t)$ if and only if $\Phi(t)=U\left(t, t_{0}\right) \Phi\left(t_{0}\right)$ for some $t_{0}$, where $U\left(t, t_{0}\right)$ is the fundamental matrix solution. In particular, if $\Phi\left(t_{0}\right)$ is nonsingular for some $t_{0}$, then $\Phi(t)$ is nonsingular for every $t$.
12. Show that if $x^{\prime}(t)=A(t) x(t), x\left(t_{0}\right)=x_{0}$, has a unique solution for any $x_{0}$, then $y^{\prime}(t)=A(t) y(t)+f(t), y\left(t_{0}\right)=y_{0}$, also has a unique solution for any $y_{0}$.
13. Let $\phi_{i}(t), i=1,2, \cdots, n$, be $n$ solutions of $x^{(n)}(t)+a_{1}(t) x^{(n-1)}(t)+\cdots+$ $a_{n-1}(t) x^{\prime}+a_{n}(t) x(t)=0$, where $a_{i}(t), i=1,2, \cdots, n$, are continuous on an interval $I$, and let $c_{i}, i=1,2, \cdots, n$, be constants. Define $X(t)=$ $c_{1} \phi_{1}(t)+c_{2} \phi_{2}(t)+\cdots+c_{n} \phi_{n}(t)$, and
$\Phi(t)=c_{1}\left[\begin{array}{c}\phi_{1}(t) \\ \phi_{1}^{\prime}(t) \\ \cdot \\ \cdot \\ \phi_{1}^{(n-1)}(t)\end{array}\right]+c_{2}\left[\begin{array}{c}\phi_{2}(t) \\ \phi_{2}^{\prime}(t) \\ \cdot \\ \cdot \\ \phi_{2}^{(n-1)}(t)\end{array}\right]+\cdots+c_{n}\left[\begin{array}{c}\phi_{n}(t) \\ \phi_{n}^{\prime}(t) \\ \cdot \\ \cdot \\ \phi_{n}^{(n-1)}(t)\end{array}\right]$.
Prove that the following statements are equivalent.
(a) There exists $c \in I$ such that $X(c)=0$.
(b) $X(t)=0$ for all $t \in I$.
(c) There exists $c \in I$ such that $\Phi(c)=0$.
(d) $\Phi(t)=0$ for all $t \in I$.
14. Let $\phi_{i}(t), i=1,2, \cdots, n$, be $n$ solutions of $x^{(n)}(t)+a_{1}(t) x^{(n-1)}(t)+\cdots+$ $a_{n-1}(t) x^{\prime}+a_{n}(t) x(t)=0$, where $a_{i}(t), i=1,2, \cdots, n$, are continuous on an interval $I$, and define the Wronskian for $\phi_{i}, i=1,2, \cdots, n$, as the determinant

$$
W\left(\phi_{1}, \phi_{2}, \cdots, \phi_{n}\right)(t)=\operatorname{det}\left[\begin{array}{ccccc}
\phi_{1}(t) & . & . & . & \phi_{n}(t) \\
\phi_{1}^{\prime}(t) & . & . & . & \phi_{n}^{\prime}(t) \\
\cdot & . & . & \cdot & \cdot \\
\cdot & . & \cdot & \cdot \\
\phi_{1}^{(n-1)}(t) & . & . & \phi_{n}^{(n-1)}(t)
\end{array}\right] .
$$

Prove that the following statements are equivalent.
(a) There exists $t_{0} \in I$ such that $W\left(\phi_{1}, \phi_{2}, \cdots, \phi_{n}\right)\left(t_{0}\right) \neq 0$.
(b) $\phi_{1}, \phi_{2}, \cdots, \phi_{n}$ are linearly independent on the interval $I$ (there do not exist constants $c_{i}, i=1,2, \cdots, n$, not all zero, such that $c_{1} \phi_{1}(t)+c_{2} \phi_{2}(t)+\cdots+c_{n} \phi_{n}(t)=0$ for all $\left.t \in I\right)$.
(c) For any $t \in I, W\left(\phi_{1}, \phi_{2}, \cdots, \phi_{n}\right)(t) \neq 0$.
15. Let $I$ be any interval containing 0 . Prove that $\phi_{1}(t)=t^{5}, \phi_{2}(t)=t^{7}$ cannot be solutions of $x^{\prime \prime}+a_{1}(t) x^{\prime}+a_{2}(t) x=0$ with $a_{i}(t)$ continuous on $I$.
16. For $x^{\prime}(t)=A(t) x(t)$, prove that for the fundamental matrix solution $U\left(t, t_{0}\right)$,

$$
\operatorname{det} U\left(t, t_{0}\right)=\exp \left(\int_{t_{0}}^{t} \operatorname{tr} A(s) d s\right)
$$

17. Verify, using Definition 3.2.5, that for a set of vector functions, linear independence at one point $t_{0}$ implies linear independence on any interval containing $t_{0}$.
18. Prove that $(1) \Rightarrow(2)$ in Corollary 3.2.19.
19. Let $X(t)$ be an $n \times n$ matrix function such that $X^{\prime}(t)=A(t) X(t), t \in$ $(a, b)$. Prove that the following statements are equivalent.
(a) There exists $t_{0} \in(a, b)$ such that $\operatorname{det} X\left(t_{0}\right)=0$.
(b) The vector functions consisting of the columns of $X(t)$ are linearly dependent on $(a, b)$.
(c) For any $t \in(a, b), \operatorname{det} X(t)=0$.

### 3.3 Linear Equations with Constant Coefficients

In this section, we assume that $A(t)$ is independent of $t$, that is,

$$
A(t)=A
$$

is a constant matrix for $t$ in an interval $(a, b)$. Now, the matrix $A$ commutes with its integral, so Theorem 3.2 .15 can be applied to express the fundamental matrix solution as an exponential,

$$
\begin{equation*}
U\left(t, t_{0}\right)=\exp \left(\int_{t_{0}}^{t} A(s) d s\right)=e^{\left(t-t_{0}\right) A} \tag{3.1}
\end{equation*}
$$

To simplify the notation, we assume that $t_{0}=0$ in the rest of this section, hence Eq. (1.2) now becomes

$$
\begin{equation*}
x^{\prime}(t)=A x(t)+f(t), \quad x(0)=x_{0} \tag{3.2}
\end{equation*}
$$

with the unique solution given by

$$
\begin{align*}
x(t) & =e^{t A}\left[x_{0}+\int_{0}^{t}\left\{e^{s A}\right\}^{-1} f(s) d s\right] \\
& =e^{t A} x_{0}+\int_{0}^{t} e^{(t-s) A} f(s) d s \tag{3.3}
\end{align*}
$$

The corresponding homogeneous linear differential equation becomes

$$
\begin{equation*}
x^{\prime}(t)=A x(t), \quad x(0)=x_{0} \tag{3.4}
\end{equation*}
$$

with the unique solution given by

$$
\begin{equation*}
x(t)=e^{t A} x_{0} \tag{3.5}
\end{equation*}
$$

In the following, we take advantage of the fact that the matrix $A$ is constant, and analyze the properties of the fundamental matrix solution $e^{t A}$ so as to get a better understanding of the structure of solutions of Eq. (3.4) and Eq. (3.2).

We will do two things here. First, examine the theoretical structure of $e^{t A}$, which will provide us with a basis for long-term behavior of solutions of Eq. (3.2). Second, derive an algorithm that can be used to actually compute $e^{t A}$ and solve Eq. (3.2).

To begin, we observe that if $A$ is a diagonal matrix or a triangular matrix, then the solution of Eq. (3.4) can be easily computed. For example, if

$$
A=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right)=\left[\begin{array}{cccccccc}
\lambda_{1} & 0 & 0 & . & . & . & 0 & 0 \\
0 & \lambda_{2} & 0 & . & . & . & 0 & 0 \\
0 & 0 & \lambda_{3} & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
0 & 0 & 0 & . & . & . & \lambda_{n-1} & 0 \\
0 & 0 & 0 & . & . & . & 0 & \lambda_{n}
\end{array}\right]
$$

then an inspection shows that the fundamental matrix solution $e^{t A}$ is given by

$$
e^{t A}=\operatorname{diag}\left(e^{\lambda_{1} t}, e^{\lambda_{2} t}, \cdots, e^{\lambda_{n} t}\right)=\left[\begin{array}{cccccccc}
e^{\lambda_{1} t} & 0 & 0 & . & . & . & 0 & 0 \\
0 & e^{\lambda_{2} t} & 0 & . & . & . & 0 & 0 \\
0 & 0 & e^{\lambda_{3} t} & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
0 & 0 & 0 & . & . & . & e^{\lambda_{n-1} t} & 0 \\
0 & 0 & 0 & . & . & . & 0 & e^{\lambda_{n} t}
\end{array}\right]
$$

Hence the solution of Eq. (3.4) is given by

$$
x(t)=\left[x_{01} e^{\lambda_{1} t}, x_{02} e^{\lambda_{2} t}, \cdots, x_{0 n} e^{\lambda_{n} t}\right]^{T}
$$

where $\left[x_{01}, x_{02}, \cdots, x_{0 n}\right]^{T}=x_{0}$. Another way to look at this situation is that in this case, we actually have $n$ uncoupled homogeneous scalar linear differential equations, and each has the form of $y^{\prime}=\lambda_{i} y, y(0)=x_{0 i}$, thus the solution is given by $x_{0 i} e^{\lambda_{i} t}$.

If the matrix $A$ is, say for example, lower triangular,

$$
A=\left[\begin{array}{cccccccc}
a & 0 & 0 & . & . & . & 0 & 0 \\
b & c & 0 & . & . & . & 0 & 0 \\
d & e & f & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & . & 0 \\
. & . & . & . & . & . & . & .
\end{array}\right]
$$

then we can solve $x_{1}(t)$ first from $\left\{x_{1}^{\prime}(t)=a x_{1}(t), x_{1}(0)=x_{01}\right\}$ to get $x_{1}(t)=x_{01} e^{a t}$. For $x_{2}(t)$, we have $x_{2}^{\prime}(t)=c x_{2}(t)+b x_{1}(t)=c x_{2}(t)+$ $b x_{01} e^{a t}$. Then we can compute $x_{2}(t)$ using the variation of parameters formula (3.3) for scalar equations. Continuing in this way, we can compute $x_{3}(t), \cdots, x_{n}(t)$. For an upper triangular matrix, we can compute $x_{n}(t)$ first, and then $x_{n-1}(t), \cdots, x_{1}(t)$.

For a general square matrix $A$, there is a result saying that $A$ can be transformed into a square matrix that is almost diagonal. To understand this, let's recall something from linear algebra.

Definition 3.3.1 Let $B$ be an $n \times n$ constant matrix. The roots (may be complex valued) of

$$
\begin{equation*}
\operatorname{det}(B-\lambda E)=0 \tag{3.6}
\end{equation*}
$$

(where $E$ is the $n \times n$ unit or identity matrix) are called the eigenvalues of B. An eigenvalue $\lambda_{0}$ is of multiplicity $m$ if $m$ is the largest integer such that $\operatorname{det}(B-\lambda E)=\left(\lambda-\lambda_{0}\right)^{m} P(\lambda)$ for some polynomial $P(\lambda)$. A vector $x \neq 0$ (may be complex valued) satisfies $(B-\lambda E) x=0$ is called an eigenvector corresponding to the eigenvalue $\lambda$.

Definition 3.3.2 Two $n \times n$ matrices $A$ and $B$ are said to be similar if there exists a nonsingular $n \times n$ matrix $C$ such that $C^{-1} A C=B$.

Theorem 3.3.3 If the $n \times n$ matrices $A$ and $B$ are similar, then $A$ and $B$ have the same eigenvalues.

Proof. See the Appendix.

Note, for a triangular matrix, the eigenvalues are the numbers on the (main) diagonal. In general, we have the following result which transforms any square matrix into an almost diagonal matrix. The proof can be found in some texts on linear algebra, such as Halmos [1958].

Theorem 3.3.4 (Jordan canonical form theorem) For any $n \times n$ constant matrix A (may be complex valued), there exists a nonsingular constant matrix $P$ (may be complex valued) such that

$$
\begin{equation*}
P^{-1} A P=J \tag{3.7}
\end{equation*}
$$

here the matrix J (may be complex valued) has the form

$$
J=\left[\begin{array}{cccccccc}
J_{1} & 0 & 0 & . & . & . & 0 & 0  \tag{3.8}\\
0 & J_{2} & 0 & . & . & . & 0 & 0 \\
0 & 0 & J_{3} & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
0 & 0 & 0 & . & . & . & J_{s-1} & 0 \\
0 & 0 & 0 & . & . & . & 0 & J_{s}
\end{array}\right]
$$

where the zero matrices 0 may not be square matrices, but each $J_{i}$, $i=$ $1,2, \cdots, s$, is a square matrix, and has the form

$$
J_{i}=\left[\begin{array}{cccccccc}
\lambda_{i} & 1 & 0 & . & . & . & 0 & 0  \tag{3.9}\\
0 & \lambda_{i} & 1 & . & . & . & 0 & 0 \\
0 & 0 & \lambda_{i} & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 1 & 0 \\
0 & 0 & 0 & . & . & . & \lambda_{i} & 1 \\
0 & 0 & 0 & . & . & . & 0 & \lambda_{i}
\end{array}\right],
$$

and all the eigenvalues of $A$ are given by $\lambda_{i}, i=1,2, \cdots, s$, (not necessarily distinct). Matrix $J_{i}$ may be a $1 \times 1$ matrix. Except for the order in which the matrices $J_{i}, i=1,2, \cdots, s$, appear on the diagonal, the matrix $J$ is unique.

The most important aspect of Theorem 3.3.4 is that the matrix $A$ is similar to the "almost" diagonal matrix $J$, whose special format can be exploited to help us understand the structure of $e^{t A}$.

However, we point out that the weakness of this theorem is that the matrix $P$ in the theorem is very hard to construct in general. Only in some special cases, such as when we have $n$ linearly independent eigenvectors for the $n \times n$ matrix $A$, is $P$ easy to construct. We verify this in the following.

Proposition 3.3.5 If an $n \times n$ matrix $A$ has $n$ linearly independent eigenvectors $v_{1}, v_{2}, \cdots, v_{n}$, then the matrix $P$ in the Jordan transformation can be taken as $P=\left[v_{1}, v_{2}, \cdots, v_{n}\right]$.

Proof. For the eigenvectors $v_{1}, v_{2}, \cdots, v_{n}$, let $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ be the corresponding eigenvalues (may not be distinct). Then

$$
\begin{aligned}
P^{-1} A P & =P^{-1} A\left[v_{1}, v_{2}, \cdots, v_{n}\right]=P^{-1}\left[A v_{1}, A v_{2}, \cdots, A v_{n}\right] \\
& =P^{-1}\left[\lambda_{1} v_{1}, \lambda_{2} v_{2}, \cdots, \lambda_{n} v_{n}\right]=\left[\lambda_{1} P^{-1} v_{1}, \lambda_{2} P^{-1} v_{2}, \cdots, \lambda_{n} P^{-1} v_{n}\right] \\
& =\left[\lambda_{1} e_{1}, \lambda_{2} e_{2}, \cdots, \lambda_{n} e_{n}\right]=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right)
\end{aligned}
$$

where $\left[e_{1}, e_{2}, \cdots, e_{n}\right]$ is the $n \times n$ unit matrix. This completes the proof.
The following result from linear algebra can be used to check linear independency of eigenvectors.

Proposition 3.3.6 If the eigenvalues $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ of an $n \times n$ matrix $A$ are distinct, then the corresponding eigenvectors $v_{1}, v_{2}, \cdots, v_{n}$ are linearly independent.

Proof. See the Appendix.
From Propositions 3.3.5 and 3.3.6, we have
Corollary 3.3.7 If an $n \times n$ matrix $A$ has $n$ distinct eigenvalues, then the matrix $P$ in the Jordan transformation can be taken as $P=\left[v_{1}, v_{2}, \cdots, v_{n}\right]$, where $v_{1}, v_{2}, \cdots, v_{n}$ are the corresponding eigenvectors.

Now we use some examples to illustrate how to transform a matrix $A$ into $J$.

Example 3.3.8 Consider the matrix

$$
A=\left[\begin{array}{ll}
1 & 6 \\
5 & 2
\end{array}\right]
$$

The eigenvalues of $A$ are $\lambda_{1}=-4$ and $\lambda_{2}=7$, and eigenvectors are $v_{1}=[6,-5]^{T}$ and $v_{2}=[1,1]^{T}$, respectively. Then we can form $P=\left[v_{1}, v_{2}\right]$ to obtain

$$
P^{-1} A P=\frac{1}{11}\left[\begin{array}{cc}
1 & -1 \\
5 & 6
\end{array}\right]\left[\begin{array}{ll}
1 & 6 \\
5 & 2
\end{array}\right]\left[\begin{array}{cc}
6 & 1 \\
-5 & 1
\end{array}\right]=\left[\begin{array}{cc}
-4 & 0 \\
0 & 7
\end{array}\right]
$$

in which case, $J=\left[\begin{array}{cc}J_{1} & 0 \\ 0 & J_{2}\end{array}\right]$, where $J_{1}=-4$ and $J_{2}=7$ are $1 \times 1$ matrices.

Example 3.3.9 Consider the matrix

$$
A=\left[\begin{array}{cc}
7 & -2 \\
2 & 3
\end{array}\right]
$$

In this case, 5 is the only eigenvalue with multiplicity 2 , and $u_{1}=[1,1]^{T}$ is an eigenvector. Now, we try $u_{2}=[a, b]^{T}, a \neq b$, so that $u_{1}$ and $u_{2}$ are linearly independent. We can play with

$$
P=\left[u_{1}, u_{2}\right]=\left[\begin{array}{ll}
1 & a \\
1 & b
\end{array}\right], \quad(a \neq b)
$$

and then find that we can choose $a=\frac{1}{2}, b=0$ to obtain

$$
P^{-1} A P=-2\left[\begin{array}{cc}
0 & -\frac{1}{2} \\
-1 & 1
\end{array}\right]\left[\begin{array}{cc}
7 & -2 \\
2 & 3
\end{array}\right]\left[\begin{array}{cc}
1 & \frac{1}{2} \\
1 & 0
\end{array}\right]=\left[\begin{array}{ll}
5 & 1 \\
0 & 5
\end{array}\right]
$$

in which case, $J=J_{1}=\left[\begin{array}{ll}5 & 1 \\ 0 & 5\end{array}\right]$.
Next, let's take advantage of the special form of $J$ and use it to simplify $e^{t A}$. From $P^{-1} A P=J$ in Theorem 3.3.4, we have $A=P J P^{-1}$. Then,

$$
\begin{align*}
e^{t A} & =e^{t P J P^{-1}} \\
& =E+t P J P^{-1}+\frac{\left[t P J P^{-1}\right]^{2}}{2!}+\frac{\left[t P J P^{-1}\right]^{3}}{3!}+\cdots \\
& =E+t P J P^{-1}+\frac{P[t J]^{2} P^{-1}}{2!}+\frac{P[t J]^{3} P^{-1}}{3!}+\cdots \\
& =P\left\{E+t J+\frac{[t J]^{2}}{2!}+\frac{[t J]^{3}}{3!}+\cdots\right\} P^{-1} \\
& =P e^{t J} P^{-1} \tag{3.10}
\end{align*}
$$

In order to understand the structure of the fundamental matrix solution $e^{t A}$, we must understand the structure of $e^{t J}$. From (3.8), we have

$$
\begin{aligned}
& e^{t J}=E+t J+\frac{[t J]^{2}}{2!}+\frac{[t J]^{3}}{3!}+\cdots \\
& =E+t\left[\begin{array}{cccccccc}
J_{1} & 0 & 0 & . & . & . & 0 & 0 \\
0 & J_{2} & 0 & . & . & . & 0 & 0 \\
0 & 0 & J_{3} & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
0 & 0 & 0 & . & . & . & J_{s-1} & 0 \\
0 & 0 & 0 & . & . & . & 0 & J_{s}
\end{array}\right]+\frac{t^{2}}{2!} J^{2}+\cdots \\
& =E+\left[\begin{array}{cccccccc}
t J_{1} & 0 & 0 & . & . & . & 0 & 0 \\
0 & t J_{2} & 0 & . & . & . & 0 & 0 \\
0 & 0 & t J_{3} & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
0 & 0 & 0 & . & . & . & t J_{s-1} & 0 \\
0 & 0 & 0 & . & . & . & 0 & t J_{s}
\end{array}\right]
\end{aligned}
$$

$$
\begin{align*}
& +\left[\begin{array}{cccccccc}
\frac{t^{2}}{2!} J_{1}^{2} & 0 & 0 & . & . & 0 & 0 \\
0 & \frac{t^{2}}{2!} J_{2}^{2} & 0 & . & . & . & 0 & 0 \\
0 & 0 & \frac{t^{2}}{2!} J_{3}^{2} & . & . & . & 0 & 0 \\
. & . & . & . & . & 0 & 0 \\
. & . & . & . & . & 0 & 0 \\
. & . & . & . & . & 0 & 0 \\
0 & 0 & 0 & . & . & \frac{t^{2}}{2!} J_{s-1}^{2} & 0 \\
0 & 0 & 0 & . & . & 0 & \frac{t^{2}}{2!} J_{s}^{2}
\end{array}\right]+\cdots \\
& =\left[\begin{array}{cccccccc}
e^{t J_{1}} & 0 & 0 & . & . & . & 0 & 0 \\
0 & e^{t J_{2}} & 0 & . & . & . & 0 & 0 \\
0 & 0 & e^{t J_{3}} & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
0 & 0 & 0 & . & . & . & e^{t J_{s-1}} & 0 \\
0 & 0 & 0 & . & . & . & 0 & e^{t J_{s}}
\end{array}\right] . \tag{3.11}
\end{align*}
$$

Hence, we must understand $e^{t J_{i}}, i=1,2, \cdots, s$, in order to understand the fundamental matrix solution $e^{t A}$. Since $J_{i}$ is given by (3.9), we have

$$
\begin{equation*}
e^{t J_{i}}=e^{t\left(\lambda_{i} E+N_{i}\right)} \tag{3.12}
\end{equation*}
$$

where $E$ is the unit or identity matrix of the same size of the matrix $J_{i}$, and

$$
N_{i}=\left[\begin{array}{cccccccc}
0 & 1 & 0 & . & . & . & 0 & 0  \tag{3.13}\\
0 & 0 & 1 & . & . & . & 0 & 0 \\
0 & 0 & 0 & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 1 & 0 \\
0 & 0 & 0 & . & . & . & 0 & 1 \\
0 & 0 & 0 & . & . & . & 0 & 0
\end{array}\right]
$$

Now, we need the following result to help us simplify $e^{t\left(\lambda_{i} E+N_{i}\right)}$. Although the result looks like something in linear algebra, the idea from differential equations can be used to prove it.

Lemma 3.3.10 If the constant square matrices $B$ and $C$ commute, that is, $B C=C B$, then

$$
\begin{equation*}
C e^{t B}=e^{t B} C, \quad e^{t B+t C}=e^{t B} e^{t C}, \quad t \in \Re \tag{3.14}
\end{equation*}
$$

Proof. From Theorem 3.2.15, it follows that if $Q$ is a constant square matrix, then $e^{t Q}$ is a fundamental matrix solution that satisfies

$$
\begin{equation*}
\left(e^{t Q}\right)^{\prime}=Q e^{t Q} \tag{3.15}
\end{equation*}
$$

Let $Z(t)=C e^{t B}-e^{t B} C$. Then,

$$
Z^{\prime}(t)=C B e^{t B}-B e^{t B} C=B\left[C e^{t B}-e^{t B} C\right]=B Z(t), \quad Z(0)=C-C=0
$$

Hence from uniqueness, $Z(t)=0, t \in \Re$. This shows that

$$
\begin{equation*}
C e^{t B}=e^{t B} C, \quad t \in \Re \tag{3.16}
\end{equation*}
$$

Next, let $W(t)=e^{t(B+C)}$ and $Y(t)=e^{t B} e^{t C}$. Then we have $W(0)=$ $E, Y(0)=E$. Now, treat $(B+C)$ as $Q$ in (3.15), we obtain

$$
\begin{equation*}
W^{\prime}(t)=\frac{d}{d t} e^{t(B+C)}=(B+C) e^{t(B+C)}=(B+C) W(t) \tag{3.17}
\end{equation*}
$$

Also, from (3.16) and the product rule, we have

$$
\begin{align*}
Y^{\prime}(t) & =B e^{t B} e^{t C}+e^{t B} C e^{t C} \\
& =B e^{t B} e^{t C}+C e^{t B} e^{t C}=(B+C) e^{t B} e^{t C} \\
& =(B+C) Y(t) \tag{3.18}
\end{align*}
$$

Therefore, by applying uniqueness to (3.17) and (3.18) with $W(0)=E$ and $Y(0)=E$, we obtain $W(t)=Y(t)$, that is, $e^{t B+t C}=e^{t B} e^{t C}$. This completes the proof.

Now, we can apply Lemma 3.3.10 to verify that

$$
\begin{equation*}
e^{t J_{i}}=e^{t\left(\lambda_{i} E+N_{i}\right)}=e^{t \lambda_{i} E} e^{t N_{i}}=\left(e^{\lambda_{i} t} E\right) e^{t N_{i}}=\left(e^{\lambda_{i} t}\right) e^{t N_{i}} \tag{3.19}
\end{equation*}
$$

Therefore, according to (3.10), (3.11), and (3.19), we must examine the structure of $e^{t N_{i}}$ in order to understand the fundamental matrix solution $e^{t A}$. Assume that the size of $N_{i}$ is $m_{i} \times m_{i}$, and observe that $N_{i}$ is nilpotent, that is, for $h \geq m_{i}, N_{i}^{h}=0$, (see an exercise). Therefore,

$$
e^{t N_{i}}=E+t N_{i}+\frac{1}{2!}\left[t N_{i}\right]^{2}+\frac{1}{3!}\left[t N_{i}\right]^{3}+\cdots+\frac{1}{\left(m_{i}-1\right)!}\left[t N_{i}\right]^{m_{i}-1}
$$

$$
\begin{aligned}
& =E+\left[\begin{array}{cccccccc}
0 & t & 0 & . & . & . & 0 & 0 \\
0 & 0 & t & . & . & . & 0 & 0 \\
0 & 0 & 0 & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & t & 0 \\
0 & 0 & 0 & . & . & . & 0 & t \\
0 & 0 & 0 & . & . & . & 0 & 0
\end{array}\right]+\frac{1}{2!}\left[\begin{array}{cccccccc}
0 & t & 0 & . & . & . & 0 & 0 \\
0 & 0 & t & . & . & . & 0 & 0 \\
0 & 0 & 0 & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & t & 0 \\
0 & 0 & 0 & . & . & . & 0 & t \\
0 & 0 & 0 & . & . & . & 0 & 0
\end{array}\right] \\
& +\cdots+\frac{1}{\left(m_{i}-1\right)!}\left[\begin{array}{cccccccc}
0 & t & 0 & . & . & . & 0 & 0 \\
0 & 0 & t & . & . & . & 0 & 0 \\
0 & 0 & 0 & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & t & 0 \\
0 & 0 & 0 & . & . & . & 0 & t \\
0 & 0 & 0 & . & . & . & 0 & 0
\end{array}\right]^{m_{i}-1}
\end{aligned}
$$

Therefore, we have, from (3.19) and (3.20),

$$
e^{t J_{i}}=\left(e^{\lambda_{i} t}\right)\left[\begin{array}{ccccccccc}
1 & t & \frac{t^{2}}{2!} & \frac{t^{3}}{3!} & . & . & . & . & \frac{t^{m_{i}-1}}{\left(m_{i}-1\right)!}  \tag{3.21}\\
0 & 1 & t & \frac{t^{2}}{2!} & . & . & . & . & . \\
0 & 0 & 1 & . & . & . & . & . & . \\
. & . & . & . & . & . & . & . & . \\
. & . & . & . & . & . & . & . & . \\
. & . & . & . & . & . & . & \frac{t^{2}}{2!} & \frac{t^{3}}{3!} \\
. & . & . & . & . & . & . & t & \frac{t^{2}}{2!} \\
0 & 0 & 0 & . & . & . & . & 1 & t \\
0 & 0 & 0 & . & . & . & . & 0 & 1
\end{array}\right]_{m_{i} \times m_{i}}
$$

Formulas (3.10), (3.11), and (3.21) together give a clear picture of the fundamental matrix solution $e^{t A}$ :
$e^{t A}$ looks like, subject to a transformation $e^{t A}=P e^{t J} P^{-1}, a$
matrix with some square matrices on the diagonal and with other
parts being zero; and for any square matrix on the diagonal, each
entry is either 0 , or a product of $e^{\lambda_{i} t}$ and a polynomial in $t$, where
$\lambda_{i}$ is an eigenvalue of the matrix $A$. Here $P, J$ may be complex
matrices, but $e^{t A}$ is a real matrix since $A$ in this chapter is real.

With this structure, we find that long-term property of $e^{t A}$ is determined by the eigenvalues of matrix $A$. In fact, we have the following result concerning long-term property of $e^{t A}$.

Theorem 3.3.11 Let $\lambda$ be a complex number and denote $R(\lambda)$ the real part of $\lambda$. Then,
(A). $\left|e^{t A}\right| \leq C_{0}, 0 \leq t<\infty$, for some positive constant $C_{0}$ if and only if the following is true: for each eigenvalue $\lambda$ of the matrix $A$, either $R(\lambda)<0$, or $R(\lambda)=0$ but in this case $\lambda$ appears only in matrices $J_{i}$ (in the Jordan canonical form for $A$ ) such that $J_{i}$ is a $1 \times 1$ matrix.
(B). $\lim _{t \rightarrow \infty}\left|e^{t A}\right|=0$ if and only if each eigenvalue of the matrix $A$ has a negative real part.
(C). $\lim _{t \rightarrow \infty}\left|e^{t A}\right|=\infty$ if and only if either there is an eigenvalue $\lambda$ of the matrix $A$ with $R(\lambda)=0$ and $\lambda$ appears in a matrix $J_{i}$ that is at least $2 \times 2$, or there is an eigenvalue of the matrix $A$ with a positive real part.

Proof. Note first that $\left|e^{t A}\right| \leq|P|\left|e^{t J}\right|\left|P^{-1}\right|$ and $\left|e^{t J}\right| \leq\left|P^{-1}\right|\left|e^{t A}\right||P|$ with $|P|$ and $\left|P^{-1}\right|$ fixed constants, then from (3.11) and (3.21), we only need to consider each $\left|e^{t J_{i}}\right|, i=1,2, \cdots, s$. Observe that

$$
\left|e^{\lambda_{i} t}\right|=e^{R\left(\lambda_{i}\right) t}, \quad t \in \Re
$$

then each $\left|e^{t J_{i}}\right|$ is given as

$$
\left|e^{t J_{i}}\right|=e^{R\left(\lambda_{i}\right) t} M_{i}(t), \quad t \geq 0
$$

where $M_{i}(t)$ is a polynomial in $t$ of order less than $n$, and $M_{i}(t) \geq 1$ for $t \geq 0$ because the size of $e^{t J_{i}}$ is at least $1 \times 1$.

If $R\left(\lambda_{i}\right)<0$, then l'Hôpital's rule can be applied to verify that

$$
\left|e^{t J_{i}}\right|=e^{R\left(\lambda_{i}\right) t} M_{i}(t) \rightarrow 0, t \rightarrow \infty
$$

If $R\left(\lambda_{i}\right)>0$, then, since $\left|M_{i}(t)\right| \geq 1$, we have

$$
\left|e^{t J_{i}}\right|=e^{R\left(\lambda_{i}\right) t} M_{i}(t) \rightarrow \infty, t \rightarrow \infty
$$

If $R\left(\lambda_{i}\right)=0$ and if the size of $J_{i}$ is $1 \times 1$, then

$$
\left|e^{t J_{i}}\right|=e^{R\left(\lambda_{i}\right) t} M_{i}(t)=e^{0 t} 1=1
$$

Otherwise, if $R\left(\lambda_{i}\right)=0$ and if the size of $J_{i}$ is at least $2 \times 2$, then

$$
\left|e^{t J_{i}}\right|=e^{R\left(\lambda_{i}\right) t} M_{i}(t) \geq e^{0 t}(2+t)=(2+t) \rightarrow \infty, t \rightarrow \infty
$$

Now, the results in (A), (B), and (C) will follow from the cases analyzed above for $R\left(\lambda_{i}\right)$ (see an exercise), hence the proof is complete.

Translating Theorem 3.3.11 in terms of the corresponding solutions of Eq. (3.4), we have

Theorem 3.3.12 Consider Eq. (3.4). Then,
(A). Every solution of Eq. (3.4) satisfies $\left|x\left(t, 0, x_{0}\right)\right| \leq C_{1}\left|x_{0}\right|, 0 \leq t<\infty$, for some positive constant $C_{1}$ if and only if the following is true: for each eigenvalue $\lambda$ of the matrix $A$, either $R(\lambda)<0$, or $R(\lambda)=0$ but in this case $\lambda$ appears only in matrices $J_{i}$ such that $J_{i}$ is a $1 \times 1$ matrix.
(B). Every solution of Eq. (3.4) satisfies $\lim _{t \rightarrow \infty}\left|x\left(t, 0, x_{0}\right)\right|=0$ if and only if each eigenvalue of the matrix $A$ has a negative real part.
(C). There is a solution $x$ of Eq. (3.4) with $\lim _{t \rightarrow \infty}\left|x\left(t, 0, x_{0}\right)\right|=\infty$ if and only if either there is an eigenvalue $\lambda$ of the matrix $A$ with $R(\lambda)=0$ and $\lambda$ appears in a matrix $J_{i}$ that is at least $2 \times 2$, or there is an eigenvalue of the matrix $A$ with a positive real part.

Proof. Observe that the solutions of Eq. (3.4) are given by $x\left(t, 0, x_{0}\right)=$ $e^{t A} x_{0}$, so we can use Theorem 3.3.11 to prove the result. For (A) and (B), we can choose $x_{0}=e_{i}=\left[0, \cdots, 0,1_{i}, 0, \cdots, 0\right]^{T}, i=1,2, \cdots, n$, and use Theorem 3.3.11. For (C): If Eq. (3.4) has a solution that goes to $\pm \infty$, then $e^{t A}$ has an entry that goes to $\pm \infty$ (otherwise, no solutions can go to
$\pm \infty)$. Thus, $\left|e^{t A}\right|$ goes to $\infty$, hence Theorem 3.3.11 can be applied. On the other hand, if $\left|e^{t A}\right|$ goes to $\infty$, then $e^{t A}$ has an entry, say for example $q(t)$ on the position $(1,2)$ that goes to $\pm \infty$. In this case, we choose $x_{0}=e_{2}=$ $[0,1,0, \cdots, 0]^{T}$, such that the corresponding solution satisfies $\left|x\left(t, 0, x_{0}\right)\right|=$ $\left|e^{t A} e_{2}\right| \geq|q(t)| \rightarrow \infty, t \rightarrow \infty$. This completes the proof.

Example 3.3.13 Consider $x^{\prime}(t)=A x(t)$ with

$$
A=\left[\begin{array}{ccc}
4 & -1 & 12 \\
37 & -8 & 76 \\
0 & 0 & -4
\end{array}\right]
$$

The eigenvalues are given by $-4,-2 \pm i(i=\sqrt{-1})$. Since the real part of each eigenvalue is negative, every solution goes to zero.

With the help of the variation of parameters formula (3.3), results in Theorem 3.3.12 will allow us to determine long-term behavior of the solutions of Eq. (3.2) by examining eigenvalues of the matrix $A$. For example, in Chapter 1 we noted that eigenvalues can be used to determine stabilities for scalar linear differential equations. We will give a detailed analysis in this direction for linear differential equations in $\Re^{n}, n \geq 1$, when we study stability in Chapter 5 .

The detailed structures of $e^{t A}, e^{t J}$, and $e^{t J_{i}}$ analyzed above also show a very interesting result concerning the relationship between eigenvalues of $e^{t A}$ and eigenvalues of $A$, which is the version for finite dimensional spaces of the "spectral mapping theorem" in functional analysis.

Theorem 3.3.14 (Spectral mapping theorem) Let $A$ be an $n \times n$ matrix with the eigenvalues $\lambda_{i}, i=1,2, \cdots, n$, (not necessarily distinct). Then all eigenvalues of $e^{A}$ are given by $e^{\lambda_{i}}, i=1,2, \cdots, n$. That is, if we define $\sigma(B)$ to be the set of all eigenvalues of matrix $B$, then

$$
\sigma\left(e^{A}\right)=e^{\sigma(A)}
$$

Moreover, for any fixed real number $\tau$,

$$
\begin{equation*}
\sigma\left(e^{\tau A}\right)=e^{\tau \sigma(A)} \tag{3.22}
\end{equation*}
$$

In the above, we analyzed the theoretical structure of $e^{t A}$, and found that most properties of $e^{t A}$, especially long-term properties, can be determined by using the eigenvalues of matrix $A$. These results are summarized in

Theorem 3.3.11, and their applications to differential equations $x^{\prime}=A x$ are summarized in Theorem 3.3.12.

Next, we take a different approach to $e^{t A}$. That is, we will provide an algorithm that can be used to actually calculate $e^{t A}$. For a polynomial in $\lambda$ given by

$$
P(\lambda)=\lambda^{m}+a_{1} \lambda^{m-1}+\cdots+a_{m-1} \lambda+a_{m}
$$

we can define, for a square matrix $A$,

$$
P(A)=A^{m}+a_{1} A^{m-1}+\cdots+a_{m-1} A+a_{m} E
$$

which is also a square matrix, where $E$ is the unit or identity matrix of the same size of the matrix $A$. The following is a result from linear algebra.

Theorem 3.3.15 (Cayley-Hamilton) Let $A$ be an $n \times n$ matrix and let $P(\lambda)=\operatorname{det}(\lambda E-A)$ be the characteristic polynomial of the matrix $A$, then $P(A)=0$ (the 0 matrix).

Proof. See the Appendix.

With this preparation, we can verify the following algorithm.

Theorem 3.3.16 (Putzer algorithm (1966)) Let $A$ be an $n \times n$ matrix with the eigenvalues $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ (not necessarily distinct). Then

$$
\begin{equation*}
e^{t A}=\sum_{j=0}^{n-1} u_{j+1}(t) P_{j} \tag{3.23}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{0}=E, \quad P_{j}=\prod_{k=1}^{j}\left(A-\lambda_{k} E\right), \quad j=1,2, \cdots, n \tag{3.24}
\end{equation*}
$$

and $\left\{u_{1}(t), \cdots, u_{n}(t)\right\}$ is the solution of the lower triangular system

$$
\begin{align*}
u_{1}^{\prime}(t) & =\lambda_{1} u_{1}(t), \quad u_{1}(0)=1 \\
u_{j}^{\prime}(t) & =\lambda_{j} u_{j}(t)+u_{j-1}(t), \quad u_{j}(0)=0, \quad j=2,3, \cdots, n \tag{3.25}
\end{align*}
$$

Proof. Define $Y(t)=\sum_{j=0}^{n-1} u_{j+1}(t) P_{j}$. If we can show that $Y^{\prime}(t)=$ $A Y(t), Y(0)=E$, then by uniqueness, $e^{t A}=Y(t)$, proving the theorem. Now,

$$
\begin{equation*}
Y(0)=\sum_{j=0}^{n-1} u_{j+1}(0) P_{j}=u_{1}(0) P_{0}=E \tag{3.26}
\end{equation*}
$$

and

$$
\begin{align*}
Y^{\prime}(t) & =\sum_{j=0}^{n-1} u_{j+1}^{\prime}(t) P_{j} \\
& =\sum_{j=0}^{n-1}\left[\lambda_{j+1} u_{j+1}(t)+u_{j}(t)\right] P_{j} \tag{3.27}
\end{align*}
$$

where we define $u_{0}(t)=0$. Thus, as $P_{j+1}=\left(A-\lambda_{j+1} E\right) P_{j}$, one has

$$
\begin{aligned}
Y^{\prime}(t)-\lambda_{n} Y(t) & =\sum_{j=0}^{n-1}\left[\lambda_{j+1} u_{j+1}(t)+u_{j}(t)\right] P_{j}-\lambda_{n} \sum_{j=0}^{n-1} u_{j+1}(t) P_{j} \\
& =\sum_{j=0}^{n-1}\left[\lambda_{j+1}-\lambda_{n}\right] u_{j+1}(t) P_{j}+\sum_{j=1}^{n-1} u_{j}(t) P_{j} \\
& =\sum_{j=0}^{n-1}\left[\lambda_{j+1}-\lambda_{n}\right] u_{j+1}(t) P_{j}+\sum_{j=0}^{n-2} u_{j+1}(t) P_{j+1} \\
& =\sum_{j=0}^{n-2}\left[\lambda_{j+1}-\lambda_{n}\right] u_{j+1}(t) P_{j}+\sum_{j=0}^{n-2} u_{j+1}(t)\left[\left(A-\lambda_{j+1} E\right) P_{j}\right] \\
& =\sum_{j=0}^{n-2}\left[\lambda_{j+1} E-\lambda_{n} E+\left(A-\lambda_{j+1} E\right)\right] u_{j+1}(t) P_{j} \\
& =\sum_{j=0}^{n-2}\left[A-\lambda_{n} E\right] u_{j+1}(t) P_{j} \\
& =\left[A-\lambda_{n} E\right] \sum_{j=0}^{n-2} u_{j+1}(t) P_{j} \\
& =\left[A-\lambda_{n} E\right]\left[\sum_{j=0}^{n-1} u_{j+1}(t) P_{j}-u_{n}(t) P_{n-1}\right] \\
& =\left[A-\lambda_{n} E\right]\left[Y(t)-u_{n}(t) P_{n-1}\right]
\end{aligned}
$$

$$
\begin{align*}
& =\left[A-\lambda_{n} E\right] Y(t)-\left[A-\lambda_{n} E\right] u_{n}(t) P_{n-1} \\
& =\left[A-\lambda_{n} E\right] Y(t)-u_{n}(t) P_{n} \tag{3.28}
\end{align*}
$$

The characteristic equation for the matrix $A$ can be written in factored form as

$$
\begin{equation*}
P(\lambda)=\left(\lambda-\lambda_{1}\right)\left(\lambda-\lambda_{2}\right) \cdots\left(\lambda-\lambda_{n}\right) \tag{3.29}
\end{equation*}
$$

then from the Cayley-Hamilton theorem 3.3.15,

$$
\begin{equation*}
P_{n}=\left(A-\lambda_{1} E\right)\left(A-\lambda_{2} E\right) \cdots\left(A-\lambda_{n} E\right)=P(A)=0 \tag{3.30}
\end{equation*}
$$

Therefore, $(3.28)$ becomes $Y^{\prime}(t)=A Y(t)$, hence we have completed the proof.

The Putzer algorithm says that to compute $e^{t A}$, all we need is to solve $u_{1}, u_{2}, \cdots, u_{n}$ successively from the lower triangular system, starting with $u_{1}$, then $u_{2}, \cdots$, then $u_{n}$, which can be done using the variation of parameters formula for scalar linear differential equations.

Let's use the following example to illustrate how to apply the Putzer algorithm.

Example 3.3.17 Consider

$$
A=\left[\begin{array}{ccc}
3 & -1 & 0 \\
1 & 1 & 0 \\
-1 & 2 & 1
\end{array}\right]
$$

The characteristic equation is $\operatorname{det}(\lambda E-A)=\left(\lambda^{2}-4 \lambda+4\right)(\lambda-1)=0$, so the eigenvalues are given by $\lambda_{1}=2, \lambda_{2}=2, \lambda_{3}=1$. Now, $P_{0}=E$,
$P_{1}=\left(A-\lambda_{1} E\right)=\left[\begin{array}{ccc}1 & -1 & 0 \\ 1 & -1 & 0 \\ -1 & 2 & -1\end{array}\right], \quad P_{2}=P_{1}\left(A-\lambda_{2} E\right)=\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ 2 & -3 & 1\end{array}\right]$.
Next, we compute $u_{i}(t), i=1,2,3$. For $u_{1}(t), u_{1}^{\prime}(t)=\lambda_{1} u_{1}(t)=2 u_{1}(t)$ and $u_{1}(0)=1$, so $u_{1}(t)=e^{2 t}$. For $u_{2}(t), u_{2}^{\prime}(t)=\lambda_{2} u_{2}(t)+u_{1}(t)=2 u_{2}(t)+e^{2 t}$ and $u_{2}(0)=0$, so $u_{2}(t)=t e^{2 t}$. For $u_{3}(t), u_{3}^{\prime}(t)=\lambda_{3} u_{3}(t)+u_{2}(t)=u_{3}(t)+t e^{2 t}$ and $u_{3}(0)=0$, so $u_{3}(t)=t e^{2 t}-e^{2 t}+e^{t}$. Therefore,

$$
e^{t A}=u_{1}(t) P_{0}+u_{2}(t) P_{1}+u_{3}(t) P_{2}
$$

$$
\begin{align*}
& =e^{2 t} E+t e^{2 t}\left[\begin{array}{ccc}
1 & -1 & 0 \\
1 & -1 & 0 \\
-1 & 2 & -1
\end{array}\right]+\left(t e^{2 t}-e^{2 t}+e^{t}\right)\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
2 & -3 & 1
\end{array}\right] \\
& =\left[\begin{array}{ccc}
t e^{2 t}+e^{2 t} & -t e^{2 t} & 0 \\
t e^{2 t} & e^{2 t}-t e^{2 t} & 0 \\
t e^{2 t}-2 e^{2 t}+2 e^{t} & 3 e^{2 t}-t e^{2 t}-3 e^{t} & e^{t}
\end{array}\right] . \tag{3.31}
\end{align*}
$$

We check by taking a derivative in $t$ that the right-hand side of (3.31) is the unique matrix solution of $X^{\prime}=A X, X(0)=E$; therefore, it is the same as $e^{t A}$. That is, $e^{t A}$ can be computed as in (3.31).

Next, we introduce another method to compute $e^{t A}$ :

$$
\begin{align*}
e^{t A} & =e^{(A-\lambda E) t+\lambda E t}=e^{(A-\lambda E) t} e^{\lambda E t} \\
& =e^{(A-\lambda E) t} e^{\lambda t} \\
& =\left[\sum_{m=0}^{\infty} \frac{(A-\lambda E)^{m}}{m!} t^{m}\right] e^{\lambda t} \tag{3.32}
\end{align*}
$$

Formula (3.32) is useful sometimes, especially when the $n \times n$ matrix $A$ has $n$ linearly independent vectors $v_{i}, i=1,2, \cdots, n$, with $\lambda_{i}, i=1,2, \cdots, n$, the corresponding eigenvalues. Because in that case, $\left(A-\lambda_{i} E\right) v_{i}=0$, thus $e^{t A} v_{i}=e^{\lambda_{i} t} v_{i}$. Now, any $x_{0} \in \Re^{n}$ is a linear combination of $v_{i}, x_{0}=\sum_{i=1}^{n} c_{i} v_{i}$ for some constants $c_{i}$, therefore,

$$
e^{t A} x_{0}=e^{t A} \sum_{i=1}^{n} c_{i} v_{i}=\sum_{i=1}^{n} c_{i} e^{t A} v_{i}=\sum_{i=1}^{n} c_{i} e^{\lambda_{i} t} v_{i}
$$

## Exercises 3.3

1. Let $D$ and $P$ be $n \times n$ matrices and let $P$ be nonsingular. Show that $P e^{D} P^{-1}=e^{P D P^{-1}}$.
2. Let $A=\left[\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0\end{array}\right]$. Compute $A^{m}, m=2,3, \cdots$.
3. Let $N_{i}$ be the nilpotent matrix given by (3.13) with its size $m_{i} \times m_{i}$. Show that $N_{i}^{k}=0$ for $k \geq m_{i}$.
4. Let $N$ be an $n \times n$ nilpotent matrix and let $A=\operatorname{diag}\left(1, a, a^{2}, \cdots, a^{n-1}\right)$. Prove that $A^{-1} N A=a N$.
5. Transform the following matrices into the Jordan canonical forms:

$$
A_{1}=\left[\begin{array}{cc}
1 & 2 \\
5 & 4
\end{array}\right] ; \quad A_{2}=\left[\begin{array}{cc}
1 & 1 \\
-1 & 3
\end{array}\right]
$$

6. Find $e^{t A}$ for (a) $A=\left[\begin{array}{ll}2 & 1 \\ 0 & 2\end{array}\right]$;
(b) $A=\left[\begin{array}{lll}3 & 1 & 0 \\ 0 & 3 & 1 \\ 0 & 0 & 3\end{array}\right]$;
(c) $A=\left[\begin{array}{lllll}4 & 1 & 0 & 0 & 0 \\ 0 & 4 & 0 & 0 & 0 \\ 0 & 0 & 5 & 0 & 0 \\ 0 & 0 & 0 & 6 & 1 \\ 0 & 0 & 0 & 0 & 6\end{array}\right]$.
7. Find $e^{t A}$ for $A=\left[\begin{array}{rrr}1 & 0 & 0 \\ 0 & 2 & -1 \\ 0 & 0 & 2\end{array}\right]$.
8. Prove that if $x$ is an eigenvector of the matrix $A$ corresponding to the eigenvalue $\lambda$, then $x$ is also an eigenvector of the matrix $e^{A}$ corresponding to the eigenvalue $e^{\lambda}$.
9. Let $a(t) \in \Re$ be differentiable and let $A$ be an $n \times n$ matrix.
(a) Use the definitions of derivative and exponential for a matrix to show that $\frac{d}{d t} e^{a(t) A}=a^{\prime}(t) A e^{a(t) A}$.
(b) Show that $e^{(\ln t) A}, t>0$, is a solution of $x^{\prime}(t)=\left(\frac{1}{t}\right) A x(t)$.
(c) Solve $x^{\prime}(t)=\left(\frac{1}{t}\right) A x(t)+f(t), x(1)=x_{0}, t \geq 1$.
10. Review l'Hôpital's rule and find $\lim _{t \rightarrow \infty} e^{-2 t} t^{3}$.
11. Complete the proof of Theorem 3.3 .11 by verifying the results in (A), (B), and (C).
12. Prove the spectral mapping theorem 3.3.14.
13. In Example 3.3.17, take a derivative in $t$ of the matrix $e^{t A}$ computed there, then compare the derivative with $A e^{t A}$.
14. (a) Use the Putzer algorithm to compute $e^{t A}$ for

$$
\text { (i). } A=\left[\begin{array}{cc}
1 & -1 \\
3 & 5
\end{array}\right], \quad(i i) . \quad A=\left[\begin{array}{ccc}
1 & -1 & 1 \\
3 & 5 & 2 \\
0 & 0 & 3
\end{array}\right]
$$

(b) Use formula (3.32) to compute $e^{t A} x_{0}$ for matrix $A$ given in (i) and (ii) above.

### 3.4 Periodic Coefficients and Floquet Theory

From the previous section, we see that for linear differential equations $x^{\prime}(t)=$ $A(t) x(t)$, the simplest case is when $A(t)=A$ is independent of $t$, because then the fundamental matrix solution, given by

$$
\begin{equation*}
U\left(t, t_{0}\right)=e^{\left(t-t_{0}\right) A} \tag{4.1}
\end{equation*}
$$

is completely understood using the eigenvalues of matrix $A$.
The next simplest case for linear differential equations where we can still get a good understanding of the structure of solutions is given by linear periodic differential equations. That is, in the differential equation

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t), \quad x\left(t_{0}\right)=x_{0}, \tag{4.2}
\end{equation*}
$$

there exists a constant $T>0$, called a period, such that $A(t)$ is $T$-periodic, written as

$$
A(t)=A(t+T), \quad t \in \Re .
$$

We remark that $A(t)=A(t+T)$ means that every entry in the matrix $A(t)$ is $T$-periodic, and we choose $T>0$ to be the smallest period.

When $A(t)$ is periodic, $A(t)$ may not commute with its integral, thus the fundamental matrix solution $U\left(t, t_{0}\right)$ of Eq. (4.2) may not be given by an exponential $\exp \left(\int_{t_{0}}^{t} A(s) d s\right)$. However, we will show for periodic equations that $U\left(t, t_{0}\right)$ is represented by a formula that looks almost like (4.1), therefore we can still understand $U\left(t, t_{0}\right)$ in a better way.

In order to find a good approach to treat periodic linear differential equations in $\Re^{n}, n \geq 1$, let's first analyze a scalar periodic linear differential equation.

Example 3.4.1 Consider the scalar periodic linear differential equation,

$$
\begin{equation*}
x^{\prime}(t)=a(t) x(t), \quad a(t+T)=a(t) \tag{4.3}
\end{equation*}
$$

Now, $U(t, 0)=e^{\int_{0}^{t} a(s) d s}$. Let $C$ be a scalar such that

$$
U(T, 0)=e^{\int_{0}^{T} a(s) d s}=e^{T C}, \quad \text { or } C=\frac{1}{T} \int_{0}^{T} a(s) d s
$$

and define

$$
P(t)=U(t, 0) e^{-t C}=e^{\int_{0}^{t} a(s) d s} e^{-t C}
$$

and

$$
y(t)=P^{-1}(t) x(t),
$$

where $x(t)$ is a solution of (4.3). Then we have

$$
\begin{equation*}
U(t, 0)=P(t) e^{t C} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{align*}
y^{\prime}(t) & =-P^{-2}(t) P^{\prime}(t) x(t)+P^{-1}(t) x^{\prime}(t) \\
& =-P^{-2}(t) P(t)[a(t)-C] x(t)+P^{-1}(t) a(t) x(t)=P^{-1}(t) C x(t) \\
& =C y(t) . \tag{4.5}
\end{align*}
$$

From Example 3.4.1, we find that the fundamental (scalar) solution is given by $U(t, 0)=P(t) e^{t C}$, which is almost an exponential function; and $y(t)=P^{-1}(t) x(t)$ transforms the periodic Eq. (4.3) into Eq. (4.5), an equation with a constant coefficient. In order to carry these to linear periodic equations in $\Re^{n}, n \geq 1$, we introduce a result that defines the natural logarithmic function for a nonsingular matrix. Recall that for a complex number $B \neq 0, C=\ln B$ is well defined, and $B=e^{C}$. The following result is similar for matrices.

Lemma 3.4.2 If $B$ is an $n \times n$ constant nonsingular matrix (may be complex valued), then there exists an $n \times n$ constant matrix $C$ (may be complex valued), such that $B=e^{C}$.

Proof. Applying the Jordan canonical form theorem 3.3.4 to the matrix $B$, we obtain matrices $P$ and $J$ such that $B=P J P^{-1}$ and $J$ is given by (3.8) with $J_{i}$ on the diagonal given by (3.9). If we can prove that $J$ is given
by an exponential, say for example $J=e^{D}$, then $B$ must be given by an exponential, because $J=e^{D}$ implies

$$
\begin{equation*}
B=P J P^{-1}=P e^{D} P^{-1}=e^{P D P^{-1}} \tag{4.6}
\end{equation*}
$$

hence we can let $C=P D P^{-1}$ to finish the proof.
To prove that $J$ is given by an exponential, note from (3.8) that we only need to verify that each $J_{i}$ can be written as an exponential. Since $B$ is nonsingular, $\operatorname{det}(B-0 E)=\operatorname{det} B \neq 0$, thus each eigenvalue $\lambda_{i}$ of $B$ (or of $J$ since they are similar) is nonzero. Then we can write

$$
\begin{equation*}
J_{i}=\lambda_{i} E+N_{i}=\lambda_{i}\left(E+\frac{N_{i}}{\lambda_{i}}\right) \tag{4.7}
\end{equation*}
$$

where the nilpotent matrix $N_{i}$ is given by (3.13), with its size $m_{i} \times m_{i}$.
Recall that for $x \in \Re$ and $|x|<1$, the series

$$
\begin{equation*}
\ln (1+x)=x-\frac{x^{2}}{2}+\frac{x^{3}}{3}-\frac{x^{4}}{4}+\cdots \tag{4.8}
\end{equation*}
$$

converges, hence we can define

$$
\begin{align*}
\ln \left(E+\frac{N_{i}}{\lambda_{i}}\right) & =\frac{N_{i}}{\lambda_{i}}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{2}}{2}+\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{3}}{3}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{4}}{4}+\cdots+(-1)^{m_{i}} \frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{m_{i}-1}}{\left(m_{i}-1\right)}+\cdots \\
& =\frac{N_{i}}{\lambda_{i}}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{2}}{2}+\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{3}}{3}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{4}}{4}+\cdots+(-1)^{m_{i}} \frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{m_{i}-1}}{\left(m_{i}-1\right)}, \tag{4.9}
\end{align*}
$$

which has finite number of terms because $N_{i}^{h}=0$ for $h \geq m_{i}$. Next, for $x \in \Re$ and $|x|<1$,

$$
\begin{equation*}
1+x=e^{\ln (1+x)}=1+\left(x-\frac{x^{2}}{2}+\cdots\right)+\frac{1}{2!}\left(x-\frac{x^{2}}{2}+\cdots\right)^{2}+\cdots \tag{4.10}
\end{equation*}
$$

thus, for any $k \geq 2$, the coefficient of $x^{k}$ in the expansion on the right-hand side of (4.10) is zero. The same is true if we replace $\ln (1+x)$ by the finite summation $\ln \left(E+\frac{N_{i}}{\lambda_{i}}\right)$. That is, from (4.10), we have

$$
\begin{align*}
& E+\frac{N_{i}}{\lambda_{i}}=E+\left[\frac{N_{i}}{\lambda_{i}}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{2}}{2}+\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{3}}{3}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{4}}{4}+\cdots+(-1)^{m_{i}} \frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{m_{i}-1}}{\left(m_{i}-1\right)}\right] \\
& +\frac{1}{2!}\left[\frac{N_{i}}{\lambda_{i}}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{2}}{2}+\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{3}}{3}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{4}}{4}+\cdots+(-1)^{m_{i}} \frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{m_{i}-1}}{\left(m_{i}-1\right)}\right]^{2} \\
& +\frac{1}{3!}\left[\frac{N_{i}}{\lambda_{i}}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{2}}{2}+\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{3}}{3}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{4}}{4}+\cdots+(-1)^{m_{i}} \frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{m_{i}-1}}{\left(m_{i}-1\right)}\right]^{3}+\cdots . \tag{4.11}
\end{align*}
$$

Now, from (4.9) and (4.11), we obtain

$$
\begin{align*}
& e^{\ln \left(E+\frac{N_{i}}{\lambda_{i}}\right)}=E+\ln \left(E+\frac{N_{i}}{\lambda_{i}}\right)+\frac{1}{2!}\left[\ln \left(E+\frac{N_{i}}{\lambda_{i}}\right)\right]^{2}+\cdots \\
& =E+\left[\frac{N_{i}}{\lambda_{i}}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{2}}{2}+\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{3}}{3}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{4}}{4}+\cdots+(-1)^{m_{i}} \frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{m_{i}-1}}{\left(m_{i}-1\right)}\right] \\
& +\frac{1}{2!}\left[\frac{N_{i}}{\lambda_{i}}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{2}}{2}+\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{3}}{3}-\frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{4}}{4}+\cdots+(-1)^{m_{i}} \frac{\left(\frac{N_{i}}{\lambda_{i}}\right)^{m_{i}-1}}{\left(m_{i}-1\right)}\right]^{2}+\cdots \\
& =E+\frac{N_{i}}{\lambda_{i}} \tag{4.12}
\end{align*}
$$

Therefore, from (4.12) and Lemma 3.3.10, we can rewrite (4.7) as

$$
\begin{align*}
J_{i} & =\lambda_{i}\left(E+\frac{N_{i}}{\lambda_{i}}\right)=\lambda_{i} e^{\ln \left(E+\frac{N_{i}}{\lambda_{i}}\right)}=e^{\ln \lambda_{i}} e^{\ln \left(E+\frac{N_{i}}{\lambda_{i}}\right)}=\left[e^{\ln \lambda_{i}} E\right] e^{\ln \left(E+\frac{N_{i}}{\lambda_{i}}\right)} \\
& =\left[e^{\left(\ln \lambda_{i}\right) E}\right] e^{\ln \left(E+\frac{N_{i}}{\lambda_{i}}\right)}=e^{\left(\ln \lambda_{i}\right) E+\ln \left(E+\frac{N_{i}}{\lambda_{i}}\right)} \tag{4.13}
\end{align*}
$$

which verifies that $J_{i}$ can be written as an exponential, hence we have completed the proof.

With the help of Lemma 3.4.2, we will be able to transform the fundamental matrix solution $U\left(t, t_{0}\right)$ of a linear periodic differential equation into a simpler form that is "almost" an exponential matrix function. This study is called Floquet theory, which will eventually allow us to transform Eq. (4.2) with $A(t)$ periodic into a linear differential equation with constant coefficients.

Theorem 3.4.3 (Floquet theory) Let $A(t)=A(t+T)$ for some constant $T>0$ and let $U\left(t, t_{0}\right)$ be the fundamental matrix solution of Eq. (4.2). Then there exists a constant matrix $C$ and a nonsingular, continuous, T-periodic matrix function $P(t)$, such that

$$
\begin{equation*}
U\left(t, t_{0}\right)=P(t) e^{t C} \tag{4.14}
\end{equation*}
$$

or

$$
\begin{equation*}
U\left(t, t_{0}\right)=\bar{P}(t) e^{\left(t-t_{0}\right) C} \tag{4.15}
\end{equation*}
$$

where $\bar{P}(t)=P(t) e^{t_{0} C}$ is T-periodic and $\bar{P}\left(t_{0}\right)=E$.

Proof. Define $Y(t)=U\left(t+T, t_{0}\right)$. Then, since $A(t)$ is $T$-periodic,

$$
\begin{align*}
Y^{\prime}(t) & =U^{\prime}\left(t+T, t_{0}\right)=A(t+T) U\left(t+T, t_{0}\right)=A(t) U\left(t+T, t_{0}\right) \\
& =A(t) Y(t), \quad Y\left(t_{0}\right)=U\left(t_{0}+T, t_{0}\right) . \tag{4.16}
\end{align*}
$$

However, $X(t)=U\left(t, t_{0}\right) U\left(t_{0}+T, t_{0}\right)$ is also a solution of (4.16), then by uniqueness, $Y(t)=X(t)$, or

$$
\begin{equation*}
U\left(t+T, t_{0}\right)=U\left(t, t_{0}\right) U\left(t_{0}+T, t_{0}\right) . \tag{4.17}
\end{equation*}
$$

From Lemma 3.4.2, there exists a matrix $C$ such that

$$
\begin{equation*}
U\left(t_{0}+T, t_{0}\right)=e^{T C} \tag{4.18}
\end{equation*}
$$

Now, define

$$
P(t)=U\left(t, t_{0}\right) e^{-t C}
$$

Since $U\left(t, t_{0}\right)$ is nonsingular and $e^{-t C}$ has the inverse $e^{t C}, P(t)$ is nonsingular, and we have

$$
U\left(t, t_{0}\right)=P(t) e^{t C}
$$

Also, from (4.17) and (4.18),

$$
\begin{align*}
P(t+T) & =U\left(t+T, t_{0}\right) e^{-(t+T) C}=U\left(t, t_{0}\right) U\left(t_{0}+T, t_{0}\right) e^{-(t+T) C} \\
& =U\left(t, t_{0}\right) e^{T C} e^{-(t+T) C}=U\left(t, t_{0}\right) e^{-t C}=P(t), \tag{4.19}
\end{align*}
$$

hence $P(t)$ is $T$-periodic, and then the proof is complete.
Next, let's look at how to apply the Floquet theory to transform Eq. (4.2) with $A(t)$ periodic into a linear differential equation with constant coefficients.

Theorem 3.4.4 Let $A(t)$ be T-periodic and let $C$ and $P(t)$ be given in Theorem 3.4.3, and define $y(t)=P^{-1}(t) x(t)$ with $x(t)=x\left(t, t_{0}, x_{0}\right)$ the unique solution of Eq. (4.2). Then $y(t)$ satisfies the linear differential equation

$$
\begin{equation*}
y^{\prime}(t)=C y(t), \quad y\left(t_{0}\right)=P^{-1}\left(t_{0}\right) x_{0} \tag{4.20}
\end{equation*}
$$

That is, $y(t)=P^{-1}(t) x(t)$ transforms the solution $x$ of a linear periodic differential equation to the solution $y$ of a linear differential equation with constant coefficients.

Proof. We have $x(t)=P(t) y(t)$ and $x^{\prime}=A(t) x$, then

$$
A(t) x(t)=x^{\prime}(t)=P^{\prime}(t) y(t)+P(t) y^{\prime}(t)
$$

hence

$$
\begin{aligned}
y^{\prime}(t) & =P^{-1}(t)\left[A(t) x(t)-P^{\prime}(t) y(t)\right]=P^{-1}(t)\left[A(t) P(t) y(t)-P^{\prime}(t) y(t)\right] \\
& =P^{-1}(t)\left[A(t) P(t)-P^{\prime}(t)\right] y(t)
\end{aligned}
$$

Next, since $P(t)=U\left(t, t_{0}\right) e^{-t C}$ from Theorem 3.4.3, we have

$$
\begin{aligned}
P^{\prime}(t) & =U^{\prime}\left(t, t_{0}\right) e^{-t C}-U\left(t, t_{0}\right) e^{-t C} C \\
& =A(t) U\left(t, t_{0}\right) e^{-t C}-U\left(t, t_{0}\right) e^{-t C} C=A(t) P(t)-P(t) C
\end{aligned}
$$

Therefore,
$\left\{\begin{aligned} y^{\prime}(t) & =P^{-1}(t)\left[A(t) P(t)-P^{\prime}(t)\right] y(t)=P^{-1}(t)[P(t) C] y(t)=C y(t), \\ y\left(t_{0}\right) & =P^{-1}\left(t_{0}\right) x_{0},\end{aligned}\right.$
which completes the proof.
Notice from the Floquet theory that $\bar{P}(t)$ in (4.15) is $T$-periodic and $\bar{P}\left(t_{0}\right)=E$, then

$$
U\left(T+t_{0}, t_{0}\right)=\bar{P}\left(T+t_{0}\right) e^{T C}=\bar{P}\left(t_{0}\right) e^{T C}=e^{T C}
$$

Thus, due to the relationship between the matrices $e^{T C}$ and $C$, and its applications in the related studies, we define the following.

Definition 3.4.5 Consider Eq. (4.2) with $A(t)$ of period $T$ and let $C$ be the constant matrix from the Floquet theory in Theorem 3.4.3. The eigenvalues of matrix $e^{T C}$ are called the characteristic multipliers of $A(t)$ (or of Eq. (4.2)). The eigenvalues of matrix $C$ are called the characteristic exponents (or Floquet exponents) of $A(t)$ (or of Eq. (4.2)).

From the spectral mapping theorem 3.3 .14 , if $\lambda$ is a characteristic exponent (or Floquet exponents), then $e^{T \lambda}$ is a characteristic multiplier.

Now, since the matrix $C$ in Eq. (4.20) is a constant matrix, the results in the previous section, such as the Jordan canonical form theorem, and Theorems 3.3.11 and 3.3.12 concerning long-term behavior of solutions, can be applied to Eq. (4.20). The difference between the solutions $x(t)$ of Eq.
(4.2) and $y(t)$ of Eq. (4.20) is just a continuous periodic (hence bounded) transformation $x(t)=P(t) y(t)$; therefore, when $A(t)$ is periodic, long-term behavior of solutions of Eq. (4.20) will determine long-term behavior of solutions of Eq. (4.2). We state these results below and leave the proof as an exercise.

Theorem 3.4.6 Consider Eq. (4.2) with $A(t)$ periodic, and let the matrix $C$ be given in Theorem 3.4.3.
(A). The following statements are equivalent:
(1). There is a constant $C_{1}>0$ such that every solution of Eq. (4.2) satisfies $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq C_{1}\left|x_{0}\right|, t_{0} \leq t<\infty ;$
(2). There is a constant $C_{2}>0$ such that every solution of Eq. (4.20) satisfies $\left|y\left(t, t_{0}, y_{0}\right)\right| \leq C_{2}\left|y_{0}\right|, t_{0} \leq t<\infty ;$
(3). For each characteristic exponent $\lambda$ (eigenvalue of matrix $C$ ), either $R(\lambda)<0$, or $R(\lambda)=0$ but in this case $\lambda$ appears only in matrices $J_{i}$ (Jordan canonical form for $C$ ) such that $J_{i}$ is a $1 \times 1$ matrix;
(4). For each characteristic multiplier $\eta$ (eigenvalue of matrix $e^{T C}$ ), either $|\eta|<1$, or $|\eta|=1$ but in this case $\eta$ appears only in matrices $J_{i}$ (Jordan canonical form for $e^{T C}$ ) such that $J_{i}$ is a $1 \times 1$ matrix.
(B). The following statements are equivalent:
(1). Every solution of Eq. (4.2) satisfies $\lim _{t \rightarrow \infty}\left|x\left(t, t_{0}, x_{0}\right)\right|=0$;
(2). Every solution of Eq. (4.20) satisfies $\lim _{t \rightarrow \infty}\left|y\left(t, t_{0}, y_{0}\right)\right|=0$;
(3). Each characteristic exponent (eigenvalue of matrix C) has a negative real part;
(4). Each characteristic multiplier $\eta$ (eigenvalue of matrix $e^{T C}$ ) satisfies $|\eta|<1$.
(C). The following statements are equivalent:
(1). There is a solution $x$ of Eq. (4.2) with $\lim _{t \rightarrow \infty}\left|x\left(t, t_{0}, x_{0}\right)\right|=\infty$;
(2). There is a solution $y$ of Eq. (4.20) with $\lim _{t \rightarrow \infty}\left|y\left(t, t_{0}, y_{0}\right)\right|=\infty$;
(3). Either there is a characteristic exponent $\lambda$ (eigenvalue of matrix C) with $R(\lambda)=0$ and $\lambda$ appears in a matrix $J_{i}$ that is at least $2 \times 2$, or there is a characteristic exponent with a positive real part;
(4). Either there is a characteristic multiplier $\eta$ (eigenvalue of matrix $\left.e^{T C}\right)$ with $|\eta|=1$ and $\eta$ appears in a matrix $J_{i}$ that is at least $2 \times 2$, or there is a characteristic multiplier $\eta$ with $|\eta|>1$.

The relationship of the results in Theorem 3.4.6 and some long-term properties, such as stability or boundedness of solutions, will be given later.

Remark 3.4.7 Theorem 3.4.6 is stated for the matrix $e^{T C}$, but it can also be stated for matrix $e^{\tau C}$ with $\tau$ being any fixed positive number. In fact, there is a change of variables that transforms Eq. (4.2) with $A(t)$ of period $T$ into an equation of any period (see an exercise). For example, let $t=T s$ and define $y(s)=x(T s)$. Then in variable $s$,

$$
\begin{align*}
y^{\prime}(s) & =x^{\prime}(T s) T=A(T s) x(T s) T=[T A(T s)] y(s) \\
& =\bar{A}(s) y(s) \tag{4.21}
\end{align*}
$$

where $\bar{A}(s)$ is defined in (4.21), and

$$
\begin{equation*}
\bar{A}(s+1)=T A(T(s+1))=T A(T s+T)=T A(T s)=\bar{A}(s) \tag{4.22}
\end{equation*}
$$

thus $\bar{A}(s)$ is periodic with period 1. That is, $y(s)=x(T s)$ transforms the $T$-periodic equation (4.2) to a 1-periodic equation (4.21).

Looking at Theorem 3.4.6, it seems that the study of linear periodic equations is as easy as the study of linear equations with constant coefficients. However, finding the periodic transformation matrix $P(t)$ of Theorem 3.4.3 (Floquet theory) is difficult because the fundamental matrix solution $U\left(t, t_{0}\right)$ of Eq. (4.2) would also be needed. The next example indicates that, unlike linear differential equations with constant coefficients where eigenvalues determine properties of solutions, eigenvalues of $A(t)$ cannot determine the properties of solutions for $x^{\prime}(t)=A(t) x(t)$, even when $A(t)$ is periodic.

Example 3.4.8 (Marcus and Yamabe (1960)) Consider the periodic equation $x^{\prime}=A(t) x$, where

$$
A(t)=\left[\begin{array}{cc}
-1+\frac{3}{2} \cos ^{2} t & 1-\frac{3}{2} \sin t \cos t \\
-1-\frac{3}{2} \sin t \cos t & -1+\frac{3}{2} \sin ^{2} t
\end{array}\right], \quad t \in \Re
$$

The eigenvalues of $A(t)$ are given by $\frac{-1 \pm \sqrt{7} i}{4}$, thus the real parts are negative. However, it can be checked that (see an exercise)

$$
x(t)=e^{t / 2}\left[\begin{array}{c}
-\cos t \\
\sin t
\end{array}\right]
$$

is a solution. Accordingly, there are $t_{m} \rightarrow \infty$ as $m \rightarrow \infty$ such that $\left|x\left(t_{m}\right)\right| \rightarrow$ $\infty, m \rightarrow \infty$.

However, in some situations, the results in this section can be applied to derive good results. One such case is Hill's equation, given in the next example.

Example 3.4.9 (Hill's equation) Let $\phi(t)$ be real and continuous. Consider the scalar linear periodic differential equation, called Hill's equation,

$$
\begin{equation*}
y^{\prime \prime}(t)+\phi(t) y(t)=0, \quad \phi(t+T)=\phi(t), \quad t \in \Re, \tag{4.23}
\end{equation*}
$$

introduced by Hill [1886] in his study of the motion of the lunar perigee which he described as a function of the mean motions of the sun and moon. If we define $x=\left[y, y^{\prime}\right]^{T}$, then Eq. (4.23) becomes $x^{\prime}(t)=A(t) x(t)$, where

$$
A(t)=\left[\begin{array}{cc}
0 & 1  \tag{4.24}\\
-\phi(t) & 0
\end{array}\right]
$$

Let $U(t, 0)$ be the fundamental matrix solution, then $U(T, 0)=e^{T C}$, where $C$ is from the Floquet theory. Now, $\operatorname{tr} A(t)=0$. Thus, we have, using Liouville's formula in Theorem 3.2.18,

$$
\operatorname{det} e^{T C}=\operatorname{det} U(T, 0)=[\operatorname{det} U(0,0)] \exp \left(\int_{0}^{T} \operatorname{tr} A(s) d s\right)=[\operatorname{det} E] e^{0}=1
$$

Let $\eta_{1}$ and $\eta_{2}$ be two characteristic multipliers of $A(t)$ (eigenvalues of matrix $e^{T C}$ ). Then using the characteristic polynomial of $e^{T C}$, we obtain

$$
\operatorname{det}\left[e^{T C}-\eta E\right]=\left(\eta-\eta_{1}\right)\left(\eta-\eta_{2}\right)
$$

which implies that

$$
\begin{equation*}
\eta_{1} \eta_{2}=\operatorname{det} e^{T C}=1 \tag{4.25}
\end{equation*}
$$

Due to (4.25), we cannot have $\left|\eta_{1}\right|<1$ and $\left|\eta_{2}\right|<1$, thus the conditions in Theorem 3.4.6(B) are not satisfied. Therefore, Eq. (4.23) has solutions that do not go to zero. This is what we can say for Hill's equation right now. Other long-term properties, such as stability or boundedness of solutions, will be examined later after we make the corresponding definitions. For example, we will restate "Eq. (4.23) has solutions that do not go to zero" as "the zero solution of Eq. (4.23) is not asymptotically stable." (Now that we have made all necessary preparations, you can go directly to Chapter 5 to read the stability definitions and see the analysis for Hill's equation.)

We know that the real parts of eigenvalues of matrix $C$ in Eq. (4.20) (or characteristic exponents) determine long-term properties of solutions of Eq. (4.20) and Eq. (4.2). Next, let's find some relationship between the real parts of eigenvalues of matrix $C$ and solutions of Eq. (4.2).

For a (real) scalar autonomous linear differential equation

$$
\begin{equation*}
x^{\prime}(t)=a x(t), \quad x(0)=x_{0} \tag{4.26}
\end{equation*}
$$

the transformed equation using the Floquet theory is itself, or $C=a$. In this case, the solution of Eq. (4.26) is given by $x\left(t, 0, x_{0}\right)=x_{0} e^{a t}$. Thus, for $x_{0} \neq 0$,

$$
\begin{equation*}
\frac{1}{t} \ln \left(\frac{\left|x\left(t, 0, x_{0}\right)\right|}{\left|x_{0}\right|}\right)=\frac{1}{t} \ln \left(\frac{\left|e^{a t} x_{0}\right|}{\left|x_{0}\right|}\right)=\frac{1}{t} \ln \left(e^{a t}\right)=\frac{1}{t}(a t)=a=C \tag{4.27}
\end{equation*}
$$

For a (real) scalar $T$-periodic linear differential equation

$$
\begin{equation*}
x^{\prime}(t)=a(t) x(t), \quad x(0)=x_{0} \tag{4.28}
\end{equation*}
$$

we know from Example 3.4.1 that $C=\frac{1}{T} \int_{0}^{T} a(s) d s$ in the transformed equation using the Floquet theory. In this case, the solution of Eq. (4.28) is given by $x\left(t, 0, x_{0}\right)=x_{0} e^{\int_{0}^{t} a(s) d s}$. Thus, for $x_{0} \neq 0$, a calculation (see an exercise) shows that

$$
\begin{align*}
\lim _{t \rightarrow \infty} \frac{1}{t} \ln \left(\frac{\left|x\left(t, 0, x_{0}\right)\right|}{\left|x_{0}\right|}\right) & =\lim _{t \rightarrow \infty} \frac{1}{t} \ln \left(\frac{\left|e^{\int_{0}^{t} a(s) d s} x_{0}\right|}{\left|x_{0}\right|}\right)=\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} a(s) d s \\
& =\frac{1}{T} \int_{0}^{T} a(s) d s=C \tag{4.29}
\end{align*}
$$

The formula in (4.29) is related to something called the "Liapunov exponent," which is a very important concept in the study of differential equations. See Guckenheimer and Holmes [1986], Liapunov [1892], and Wiggins [1990] for related studies. For periodic linear differential equation (4.2), the Liapunov exponent is defined as follows.

Definition 3.4.10 Let $U(t, 0)$ be the fundamental matrix solution of Eq. (4.2). For a nonzero vector $v$ in $\Re^{n}$, the Liapunov exponent of Eq. (4.2) with respect to $v$ is

$$
\begin{equation*}
\xi(v)=\limsup _{t \rightarrow \infty} \frac{1}{t} \ln \left(\frac{|U(t, 0) v|}{|v|}\right) \tag{4.30}
\end{equation*}
$$

In view of (4.29), we have
Theorem 3.4.11 If $\beta$ is a characteristic exponent (Floquet exponent) of Eq. (4.2), then the real part of $\beta$ is a Liapunov exponent of Eq. (4.2).

Proof. From the Floquet theory,

$$
U(t, 0)=P(t) e^{t C}
$$

where $P$ and $C$ are from Theorem 3.4.3 and $P(t)$ is $T$-periodic. Since (by definition) $\beta$ is an eigenvalue of matrix $C$, using the spectral mapping theorem 3.3.14, $e^{\beta T}$ is an eigenvalue of $e^{T C}$. Thus there is a $v \neq 0$ in $\Re^{n}$ such that $e^{T C} v=e^{\beta T} v$. For $t>0$ large, there is a positive integer $m$ and a number $\tau$ such that $t=m T+\tau, 0 \leq \tau<T$, and $t \rightarrow \infty$ if and only if $m \rightarrow \infty$. Now, for $\beta=a+b i$,

$$
\begin{align*}
\xi(v) & =\limsup _{t \rightarrow \infty} \frac{1}{t} \ln \left(\frac{|U(t, 0) v|}{|v|}\right) \\
& =\limsup _{m \rightarrow \infty} \frac{1}{T}\left(\frac{m T}{m T+\tau}\right) \frac{1}{m} \ln \left(\frac{|U(m T+\tau, 0) v|}{|v|}\right) \\
& =\limsup _{m \rightarrow \infty} \frac{1}{T} \frac{1}{m} \ln \left(\frac{\left|P(m T+\tau) e^{(m T+\tau) C} v\right|}{|v|}\right) \\
& =\limsup _{m \rightarrow \infty} \frac{1}{T} \frac{1}{m} \ln \left(\frac{\left|P(\tau) e^{\tau C}\left[e^{T C}\right]^{m} v\right|}{|v|}\right) \\
& =\limsup _{m \rightarrow \infty} \frac{1}{T} \frac{1}{m} \ln \left(\frac{\left|P(\tau) e^{\tau C} e^{m \beta T} v\right|}{|v|}\right) \\
& =\limsup _{m \rightarrow \infty} \frac{1}{T}\left[\frac{1}{m} \ln \left|e^{m \beta T}\right|+\frac{1}{m} \ln \left(\frac{\left|P(\tau) e^{\tau C} v\right|}{|v|}\right)\right] \\
& =\limsup _{m \rightarrow \infty} \frac{1}{T}\left[\frac{1}{m} \ln e^{m a T}+\frac{1}{m} \ln \left(\frac{\left|P(\tau) e^{\tau C} v\right|}{|v|}\right)\right] \\
& =\limsup _{m \rightarrow \infty} \frac{1}{T}\left[\frac{1}{m} m a T+\frac{1}{m} \ln \left(\frac{\left|P(\tau) e^{\tau C} v\right|}{|v|}\right)\right] \\
& =\frac{1}{T}[a T+0]=a=R(\beta), \tag{4.31}
\end{align*}
$$

which completes the proof.
For Eq. (4.2), if Liapunov exponents are positive, then according to Theorems 3.4.6 and 3.4.11, Eq. (4.2) has solutions $x$ such that $|x| \rightarrow \infty$
exponentially fast as $t \rightarrow \infty$, no matter how small their initial values are, or how close their initial points are to the zero solution. This can be characterized as "long-term sensitive dependence on the initial conditions," in the sense that solutions started from a small neighborhood separate exponentially fast. This should not be confused with the continuous dependence of solutions with respect to initial conditions on finite intervals.

In some related study of nonlinear differential equations, similar results hold. That is, positive Liapunov exponents indicates that the system will demonstrate some complex and strange behavior, or even chaos, for which, one feature used to describe the chaotic behavior is the "sensitive dependence on the initial conditions." See Chapter 7 for some discussions, and also, Guckenheimer and Holmes [1986], Liapunov [1892], and Wiggins [1990] for further details.

## Exercises 3.4

1. Verify all steps in equality (4.13).
2. Let $A(t)=A(t+T)$ for some constant $T>0$. Show that a solution $x(t), x\left(t_{0}\right) \neq 0$, of $x^{\prime}=A(t) x$ has the property $x(t+T)=k x(t)$ for some constant $k$ if and only if $k$ is an eigenvalue of $e^{T C}$ with $x\left(t_{0}\right)$ the corresponding eigenvector, where the matrix $C$ is from Theorem 3.4.3.
3. Let $A(t)=A(t+T)$ for some constant $T>0$. Show that $x^{\prime}=A(t) x$ has a nonzero $T$-periodic solution if and only if 1 is an eigenvalue of $e^{T C}$.
4. Let $A(t)=A(t+T)$ for some constant $T>0$ and let $A(t)$ be odd, that is, $A(-t)=-A(t)$. Use the Floquet theory to show that the fundamental matrix solution $U(t, 0)$ of $x^{\prime}=A(t) x$ is even and $T$-periodic.
5. Let $A(t)$ be $T$-periodic and assume that $A(t)$ commutes with its integral. Prove that matrix $C$ in Theorem 3.4.3 can be taken as

$$
C=\frac{1}{T} \int_{0}^{T} A(s) d s
$$

6. Examine long-term property of solutions of the scalar periodic equation $x^{\prime}(t)=a(t) x(t)$, where $a(t)$ is $T$-periodic.
7. Let $a(t)$ be a $T$-periodic scalar function. Prove that $e^{\int_{0}^{t} a(s) d s} e^{-t C}$ is $T$-periodic.
8. Prove Theorem 3.4.6.
9. Let $\tau$ be any positive number. Verify that there is a change of variables that transforms Eq. (4.2) with $A(t)$ of period $T$ into an equation of period $\tau$.
10. In Example 3.4.8, verify that $\frac{-1 \pm \sqrt{7} i}{4}$ are the eigenvalues and $x(t)=$ $e^{t / 2}\left[\begin{array}{c}-\cos t \\ \sin t\end{array}\right]$ is a solution, and there are $t_{m} \rightarrow \infty$ as $m \rightarrow \infty$ such that $\left|x\left(t_{m}\right)\right| \rightarrow \infty, m \rightarrow \infty$.
11. Let $a(t)$ and $\phi(t)$ be real, continuous, and periodic with period $T$. Consider the scalar equation,

$$
\begin{equation*}
y^{\prime \prime}(t)-a(t) y^{\prime}(t)+\phi(t) y(t)=0, \quad t \in \Re \tag{4.32}
\end{equation*}
$$

Let $\eta_{1}$ and $\eta_{2}$ be two characteristic multipliers of $A(t)$ (after formulating the equation as a system). Then show that

$$
\begin{equation*}
\eta_{1} \eta_{2}=e^{\int_{0}^{T} a(s) d s} \tag{4.33}
\end{equation*}
$$

Can you derive any long-term properties of solutions from $\eta_{1} \eta_{2}=$ $e^{\int_{0}^{T} a(s) d s}$ ? Look at some special cases.
12. Let $\phi(t)$ be real, continuous, and periodic with period $\pi$. Consider the scalar equation,

$$
\begin{equation*}
y^{\prime \prime}(t)-\left(\cos ^{2} t\right) y^{\prime}(t)+\phi(t) y(t)=0, \quad t \in \Re \tag{4.34}
\end{equation*}
$$

Show that there is a solution that goes to $\infty$ as $t \rightarrow \infty$.
13. Calculate the Liapunov exponent directly for the scalar $T$-periodic differential equation $x^{\prime}(t)=a(t) x(t)$.
14. Calculate the Liapunov exponents for the system $x^{\prime}(t)=a x(t), y^{\prime}(t)=$ $b y(t)$, where $a$ and $b$ are constants.

## Chapter 4

## Autonomous Differential Equations in $\Re^{2}$

### 4.1 Introduction

In this chapter, we study autonomous differential equations, that is, $f(t, x)$ in the differential equation $x^{\prime}(t)=f(t, x(t))$ is independent of $t$, or $f(t, x)=$ $f(x)$ for $(t, x) \in \Re \times \Re^{n}$. Hence we have

$$
\begin{equation*}
x^{\prime}(t)=f(x(t)), \quad \text { or } x^{\prime}=f(x) . \tag{1.1}
\end{equation*}
$$

For example, $x^{\prime}=\sin x$ and $x^{\prime}=A x$, for a constant matrix $A$, are autonomous differential equations.

We assume that Eq. (1.1) is defined on $\Re \times \Re^{n}$. For autonomous differential equations, a weak Lipschitz condition is the same as a (global) Lipschitz condition (see an exercise). Thus, if $f(x)$ satisfies a (global) Lipschitz condition, or if $f(x)$ is bounded and satisfies a local Lipschitz condition, then the two global existence theorems in Section 4 of Chapter 2 can be applied to guarantee that solutions of Eq. (1.1) exist on $\Re$.

However, we need to take care of other cases where solutions may not exist on $\Re$. For example, the solution of the differential equation $x^{\prime}=$ $x^{2}, x(0)=1$, is given by $x(t)=(1-t)^{-1}$ and exists only on $(-\infty, 1)$, in which case the two global existence theorems in Section 2.4 do not apply because $f(x)=x^{2}$ is unbounded and does not satisfy a (global) Lipschitz condition for $x$ in $\Re$. For those cases, we will use an idea of Vinograd (see

Nemytskii and Stepanov [1960]), in which the variable $t$ of an autonomous differential equation (whose solutions do not exist on $\Re$ ) is rescaled so that the equation will have the same solution curves in $\Re^{n}$ (not in $\Re \times \Re^{n}$ ) as another autonomous differential equation whose solutions exist on $\Re$. See the details below.

Lemma 4.1.1 Let $f: \Re^{n} \rightarrow \Re^{n}$ and $g: \Re^{n} \rightarrow(0, \infty)$ be continuous, then Eq. (1.1) and $y^{\prime}=f(y) g(y)$ have the same solution curves in $\Re^{n}$.

Proof. Let $x(t)=x\left(t, t_{0}, x_{0}\right)$ be a solution of Eq. (1.1) on an interval $(a, b)$ containing $t_{0}$. Define $\tau(t)=\int_{t_{0}}^{t} \frac{d h}{g(x(h))}$ on $(a, b)$. Since $g>0, \tau(t)$ is a strictly increasing function in $t$, hence $\tau(t)$ maps the interval $(a, b)$ to an interval $(c, d)$ in a one-to-one fashion. Now define $y(s)$ on $(c, d)$ such that $y(s)=x(t)$ if $s=\tau(t)$, see Figure 4.1.

$$
s=\tau(t)
$$



Figure 4.1: Define $y(s)=x(t)$ if $s=\tau(t)$

From $y(s)=x(t)$ (when $s=\tau(t)$ ) we find that a point on $x(t)$ is also on $y(s)$ and vice versa, thus $x(t)$ and $y(s)$ define the same curve in $\Re^{n}$. Next,

$$
\begin{align*}
f(y(s)) & =f(x(t))=\frac{d}{d t} x(t)=\frac{d}{d t} y(s)=\frac{d y(s)}{d s} \frac{d s}{d t}=\frac{d y(s)}{d s} \tau^{\prime}(t) \\
& =\frac{d y(s)}{d s} \frac{1}{g(x(t))}=\frac{d y(s)}{d s} \frac{1}{g(y(s))}, \tag{1.2}
\end{align*}
$$

thus

$$
\begin{equation*}
\frac{d y(s)}{d s}=f(y(s)) g(y(s)) \tag{1.3}
\end{equation*}
$$

therefore, $y$ is a solution of

$$
\begin{equation*}
y^{\prime}=f(y) g(y) \tag{1.4}
\end{equation*}
$$

On the other hand, if we start with a solution $y$ of Eq. (1.4), then we can regard $f g$ as $f$ and $\frac{1}{g}$ as $g$, thus the same arguments as above show that there is a solution $x$ of $x^{\prime}=[f(x) g(x)]\left[\frac{1}{g(x)}\right]=f(x)$ such that $y$ and $x$ define the same curve in $\Re^{n}$. This completes the proof.

Lemma 4.1.2 Assume that $f: \Re^{n} \rightarrow \Re^{n}$ satisfies a local Lipschitz condition. Then $F(y)=f(y) \frac{1}{1+|f(y)|}$ also satisfies a local Lipschitz condition, and solutions of $y^{\prime}=F(y)$ exist on $\Re$. Moreover, Eq. (1.1) and $y^{\prime}=F(y)$ have the same solution curves in $\Re^{n}$.

Proof. The proof of the local Lipschitz condition for $F(y)=f(y) \frac{1}{1+|f(y)|}$ is left as an exercise. Next, as $|F(y)|<1$, the second global existence theorem in Section 4 of Chapter 2 can be used to guarantee that solutions of $y^{\prime}=F(y)$ exist on $\Re$. Finally, Lemma 4.1.1 implies that Eq. (1.1) and $y^{\prime}=F(y)$ have the same solution curves in $\Re^{n}$. This completes the proof.

The proofs in Lemmas 4.1.1 and 4.1.2 indicate that these results can only be applied to autonomous differential equations to guarantee that if $f(x)$ satisfies a local Lipschitz condition, then as long as solution curves in $\Re^{n}$ are concerned, Eq. (1.1) is equivalent to an autonomous differential equation whose solutions exist on $\Re$.

Now, let's explain the results in Lemmas 4.1.1 and 4.1.2 for the scalar autonomous differential equation $x^{\prime}=x^{2}, x(0)=1$, whose solution $x(t)=$ $(1-t)^{-1}$ exists only on $(-\infty, 1)$.

Example 4.1.3 For the scalar autonomous differential equation

$$
\begin{equation*}
x^{\prime}=x^{2}, \quad x(0)=1 \tag{1.5}
\end{equation*}
$$

one has $f(x)=x^{2}, t_{0}=0$, and $x(t)=(1-t)^{-1}$ is the solution that exists on $(-\infty, 1)$. From Lemma 4.1.2, the function $g$ of Lemma 4.1.1 is given by

$$
g(y)=\frac{1}{1+|f(y)|}=\frac{1}{1+y^{2}}
$$

thus the rescaling function $s$ in the proof of Lemma 4.1.1 is given as

$$
\begin{align*}
s & =\tau(t)=\int_{0}^{t} \frac{d h}{g(x(h))}=\int_{0}^{t}\left[1+x^{2}(h)\right] d h  \tag{1.6}\\
& =\int_{0}^{t}\left[1+\frac{1}{(1-h)^{2}}\right] d h=\left.\left(h+\frac{1}{1-h}\right)\right|_{0} ^{t}=t+\frac{1}{1-t}-1 \tag{1.7}
\end{align*}
$$

From (1.6) we find that $s=0$ implies $t=0$. We also know from Lemmas 4.1.1 and 4.1.2 that $y(s)=x(t)$ (when $s=\tau(t)$ ) is the solution of the autonomous differential equation

$$
\begin{equation*}
y^{\prime}=f(y) \frac{1}{1+|f(y)|}=\frac{y^{2}}{1+y^{2}}, \quad y(0)=x(0)=1 \tag{1.8}
\end{equation*}
$$

Using (1.7), we can verify (see an exercise) that when $t$ takes values in $(-\infty, 1)$ for the solution $x(t)=(1-t)^{-1}$, the variable $s$ takes values in $(-\infty, \infty)$ for the corresponding solution $y(s)$. Therefore, $y(s)$ exists on $\Re$.

In fact, in this case we have another way to see why $y(s)$ exists on $\Re$, that is, we can actually solve $y(s)$ from Eq. (1.8) using separation of variables, and obtain (see an exercise)

$$
\begin{equation*}
y(s)=\frac{1}{2}\left[s+\sqrt{s^{2}+4}\right] \tag{1.9}
\end{equation*}
$$

which certainly exists on $\Re$.
Finally, note that the solution curves in $\Re$ (or the ranges in this case) for $x(t)=(1-t)^{-1}$ with $t \in(-\infty, 1)$ and for $y(s)=\frac{1}{2}\left[s+\sqrt{s^{2}+4}\right]$ with $s \in(-\infty, \infty)$ are the same: $(0, \infty)$, (see an exercise).

The above indicate that Eq. (1.5) and Eq. (1.8) have the same solution curves in $\Re$, and the solution of Eq. (1.8) exists on $\Re$. This explains that the situation for equation $x^{\prime}=x^{2}, x(0)=1$, can be handled very well using Lemmas 4.1.1 and 4.1.2.

Based on Lemmas 4.1.1 and 4.1.2, we assume in the rest of this chapter that $f: \Re^{n} \rightarrow \Re^{n}$ satisfies a local Lipschitz condition, and, if necessary, an appropriate rescaling of the time variable has been made, such that the solutions of Eq. (1.1) exist on $\Re$. We point out that sometimes a rescaling may modify certain properties, such as stability.

To begin the study of Eq. (1.1), let's look at a special feature of autonomous differential equations. Assume that $x(t)$ is a solution of Eq. (1.1), and consider $y(t)=x(t+c)$ for any constant $c \in \Re$. Then, since $f(x)$ is independent of $t, y(t)$ satisfies

$$
\begin{equation*}
y^{\prime}(t)=x^{\prime}(t+c)=f(x(t+c))=f(y(t)) \tag{1.10}
\end{equation*}
$$

that is, $y(t)=x(t+c)$ is also a solution of Eq. (1.1). We point out that this is not true for nonautonomous differential equations, as can be seen from the following example.

Example 4.1.4 Let $x(t)$ be a nonzero solution of the scalar nonautonomous differential equation

$$
\begin{equation*}
x^{\prime}(t)=t x(t) \tag{1.11}
\end{equation*}
$$

which can be solved using separation of variables. Consider $y(t)=x(t+c)$ for $c \neq 0$, then
$y^{\prime}(t)=x^{\prime}(t+c)=(t+c) x(t+c)=t x(t+c)+c x(t+c)=t y(t)+c x(t+c)$,
thus $y(t)=x(t+c)$ is not a solution of Eq. (1.11).
Next, let's continue with the idea of adding a constant to the variable of a solution for autonomous differential equations. Assume that $x(t)=$ $x\left(t, t_{0}, x_{0}\right)$ is a solution of

$$
\begin{equation*}
x^{\prime}(t)=f(x(t)), \quad \text { or } \quad x^{\prime}=f(x), \quad x\left(t_{0}\right)=x_{0} . \tag{1.12}
\end{equation*}
$$

Then, similar to the above, we see that $y(t)=x\left(t+t_{0}, t_{0}, x_{0}\right)$ satisfies

$$
\begin{equation*}
y^{\prime}(t)=x^{\prime}\left(t+t_{0}\right)=f\left(x\left(t+t_{0}\right)\right)=f(y(t)), \quad y(0)=x\left(t_{0}\right)=x_{0} . \tag{1.13}
\end{equation*}
$$

On the other hand, if $y(t)$ is a solution of $y^{\prime}(t)=f(y(t)), y(0)=x_{0}$, then $x(t)=y\left(t-t_{0}\right)$ satisfies

$$
\begin{equation*}
x^{\prime}(t)=y^{\prime}\left(t-t_{0}\right)=f\left(y\left(t-t_{0}\right)\right)=f(x(t)), \quad x\left(t_{0}\right)=y(0)=x_{0} . \tag{1.14}
\end{equation*}
$$

That is, for autonomous differential equations, a solution starting at $t_{0}$ can be shifted to become a solution starting at 0, and vice versa, see Figure 4.2 .

Accordingly, we will simplify the notations by assuming $t_{0}=0$ in Eq. (1.12), hence we will consider the following autonomous differential equation in this chapter,

$$
\begin{equation*}
x^{\prime}(t)=f(x(t)), \quad \text { or } \quad x^{\prime}=f(x), \quad x(0)=x_{0} . \tag{1.15}
\end{equation*}
$$

The following is another point of view at shifting solutions around. Let $x\left(t, x_{0}\right)$ be the unique solution of Eq. (1.15) defined on $\Re$ with $x(0)=x_{0}$. Recall that $x_{0}$ in Eq. (1.15) should be regarded as a variable and that when we say $x\left(t, \bar{x}_{0}\right)$ is a solution of Eq. (1.15) we mean $x^{\prime}\left(t, \bar{x}_{0}\right)=f\left(x\left(t, \bar{x}_{0}\right)\right)$ and $x\left(0, \bar{x}_{0}\right)=\bar{x}_{0}$. Then, uniqueness and continuous dependence on initial values of solutions imply the following (see an exercise).


Figure 4.2: For autonomous equations, a solution can be shifted
(i). $x\left(0, x_{0}\right)=x_{0}$,
(ii). $x\left(t+s, x_{0}\right)=x\left(t, x\left(s, x_{0}\right)\right), \quad t, s \in \Re$,
(iii). $x\left(-t, x\left(t, x_{0}\right)\right)=x_{0}, \quad t \in \Re$,
(iv). $x\left(t, x_{0}\right)$ is continuous in $\left(t, x_{0}\right)$.

Conditions (i)-(iv) are related to the concept of a dynamical system, therefore, we say that "the solutions of Eq. (1.15) define a dynamical system." The geometric interpretation of condition (ii) of a dynamical system is that if we start with a point $x_{0}$ and go a distance of $s$, and then use $x\left(s, x_{0}\right)$ as a point and go a distance of $t$, the result is the same as starting at $x_{0}$ and going a distance of $t+s$, see Figure $\mathbf{4 . 3}$.

The study of autonomous differential equations is a link between the study of linear differential equations and general nonlinear differential equations, especially when we consider stability and boundedness of solutions. To gain further insight and to understand geometric aspects of solutions and dynamical systems of autonomous differential equations, we look at autonomous differential equations in $\Re^{2}$. That is, in the rest of this chapter we assume $f(x)=[P(x), Q(x)]^{T}: \Re^{2} \rightarrow \Re^{2}$, and consider the autonomous differential equation

$$
\left\{\begin{array}{l}
x_{1}^{\prime}(t)=P\left(x_{1}(t), x_{2}(t)\right),  \tag{1.16}\\
x_{2}^{\prime}(t)=Q\left(x_{1}(t), x_{2}(t)\right), \quad x_{1}, x_{2}, t \in \Re,
\end{array}\right.
$$



Figure 4.3: Geometric view of condition (ii) of a dynamical system
where the functions $P\left(x_{1}, x_{2}\right)$ and $Q\left(x_{1}, x_{2}\right)$ are continuous and satisfy a local Lipschitz condition, and we assume that for any given point $\left(x_{1}^{0}, x_{2}^{0}\right)$ in the $\left(x_{1}, x_{2}\right)$ plane, Eq. (1.16) has a unique solution $\left(x_{1}(t), x_{2}(t)\right)$ defined on $\Re$ with

$$
\left(x_{1}(0), x_{2}(0)\right)=\left(x_{1}^{0}, x_{2}^{0}\right)
$$

Now, as $t$ varies, a solution $\left(x_{1}(t), x_{2}(t)\right)$ of Eq. (1.16) describes a curve in the $\left(x_{1}, x_{2}\right)$ plane. We call this curve a trajectory or an orbit, and call the $\left(x_{1}, x_{2}\right)$ plane the phase plane, and call a picture with trajectories of Eq. (1.16) a phase portrait, see Figure 4.4.

Note that the notion of "a solution" and "a trajectory" are different, see the following example.

Example 4.1.5 Let $\alpha, \beta \in\left[0, \frac{\pi}{2}\right]$ be different. Then $(\sin (t+\alpha), \cos (t+\alpha))$ and $(\sin (t+\beta), \cos (t+\beta))$ are different solutions of the system $\left\{x_{1}^{\prime}=\right.$ $\left.x_{2}, x_{2}^{\prime}=-x_{1}\right\}$. However, after the variable $t$ varies in a large interval, say $[0,2 \pi]$ or $(-\infty, \infty)$, they represent the same trajectory: the unit circle $x_{1}^{2}+x_{2}^{2}=1$, see Figure 4.5.

Example 4.1.5 indicates that if existence and uniqueness of solutions is assumed, then for a given point in the $\left(x_{1}, x_{2}\right)$ plane, there is a unique


Figure 4.4: A phase portrait in the phase plane $\left(x_{1}, x_{2}\right)$ with some trajectories
solution passing through the point at a specified time, but different solutions could pass through that given point at different times. For example, $(\sin t, \cos t)$ passes through $(0,1)$ at $t=0$, and $\left(\sin \left(t+\frac{\pi}{2}\right), \cos \left(t+\frac{\pi}{2}\right)\right)$ passes through $(0,1)$ at $t=\frac{3 \pi}{2}$. Example 4.1.5 also indicates that for a given point in the $\left(x_{1}, x_{2}\right)$ plane, exactly one trajectory will pass through it, which will be proved below. But first, when we say "a trajectory," we mean a curve drawn in a phase plane after the variable $t$ varies in a sufficiently large interval, typically $[0, \infty)$ or $(-\infty, \infty)$. (Otherwise, we may get only a segment of a whole trajectory. For example, for $(\sin (t), \cos (t))$, if we only consider $t \in[0, \pi]$, then we get a half circle, but the trajectory is a whole circle.)

Theorem 4.1.6 Assume the existence and uniqueness of solutions for Eq. (1.16). Then through any point in the phase plane $\Re^{2}$ passes exactly one trajectory of Eq. (1.16).

Proof. If $\left(x_{1}(t), y_{1}(t)\right)$, and $\left(x_{2}(t), y_{2}(t)\right)$ are two trajectories of Eq. (1.16) that pass through a common point in $\Re^{2}$ at the time $t_{1}$ and $t_{2}$ respectively, that is,

$$
\begin{equation*}
\left(x_{1}\left(t_{1}\right), y_{1}\left(t_{1}\right)\right)=\left(x_{2}\left(t_{2}\right), y_{2}\left(t_{2}\right)\right) \tag{1.17}
\end{equation*}
$$

then we prove that the trajectories $\left(x_{1}(t), y_{1}(t)\right)$ and $\left(x_{2}(t), y_{2}(t)\right)$ coincide.
If $t_{1}=t_{2}$, then by uniqueness of solutions, $\left(x_{1}(t), y_{1}(t)\right)=\left(x_{2}(t), y_{2}(t)\right)$, the two trajectories coincide. If $t_{1} \neq t_{2}$, then, as Eq. (1.16) is autonomous,


Figure 4.5: The unit circle $x_{1}^{2}+x_{2}^{2}=1$ is a trajectory for $\left\{x_{1}^{\prime}=x_{2}, x_{2}^{\prime}=\right.$ $\left.-x_{1}\right\}$
an argument similar to the "shifting" in (1.13) shows that

$$
\left\{\begin{array}{l}
x(t)=x_{1}\left(t+t_{1}-t_{2}\right)  \tag{1.18}\\
y(t)=y_{1}\left(t+t_{1}-t_{2}\right)
\end{array}\right.
$$

is also a solution of Eq. (1.16), with

$$
\begin{equation*}
\left(x\left(t_{2}\right), y\left(t_{2}\right)\right)=\left(x_{1}\left(t_{1}\right), y_{1}\left(t_{1}\right)\right)=\left(x_{2}\left(t_{2}\right), y_{2}\left(t_{2}\right)\right) \tag{1.19}
\end{equation*}
$$

Now, applying uniqueness of solutions again, we obtain $(x(t), y(t))=$ $\left(x_{2}(t), y_{2}(t)\right)$, or

$$
\begin{equation*}
\left(x_{1}\left(t+t_{1}-t_{2}\right), y_{1}\left(t+t_{1}-t_{2}\right)\right)=\left(x_{2}(t), y_{2}(t)\right) \tag{1.20}
\end{equation*}
$$

According to (1.20), a point passed by the trajectory $\left(x_{2}, y_{2}\right)$ at $t$ will be passed by the trajectory $\left(x_{1}, y_{1}\right)$ at $t+t_{1}-t_{2}$. On the other hand, if a point is passed by the trajectory $\left(x_{1}, y_{1}\right)$ at $s$, then from $s=t+t_{1}-t_{2}$, it follows that the point will be passed by the trajectory $\left(x_{2}, y_{2}\right)$ at $s-t_{1}+t_{2}$. Thus, after the variable $t$ varies in a sufficiently large interval, or $(-\infty, \infty)$, the two trajectories coincide. This completes the proof.

Consequently, for any two trajectories in the phase plane $\Re^{2}$, either they are identical, or they have no common points.

Next, let's recall from calculus that the points in the domain of a scalar function where the first derivative being zero are called critical points, or extreme points, because they are "critically" or "extremely" important in
understanding geometric properties of a function. For example, the maximum or minimum values may occur there. Similarly, we make the following definition.

Definition 4.1.7 In Eq. (1.16), if a point $\left(x_{1}^{c}, x_{2}^{c}\right)$ is such that

$$
\begin{equation*}
P\left(x_{1}^{c}, x_{2}^{c}\right)=Q\left(x_{1}^{c}, x_{2}^{c}\right)=0 \tag{1.21}
\end{equation*}
$$

then $\left(x_{1}^{c}, x_{2}^{c}\right)$ is called a critical point (or an equilibrium point) of Eq. (1.16). A point is called a regular point of Eq. (1.16) if it is not a critical point of Eq. (1.16).

Example 4.1.8 For the motion of a simple pendulum,

$$
\begin{equation*}
\theta^{\prime \prime}(t)+k \theta^{\prime}(t)+q \sin \theta(t)=0 \tag{1.22}
\end{equation*}
$$

where $k \geq 0, q>0$ are constants, if we let $x_{1}=\theta$ and $x_{2}=\theta^{\prime}$, then it is equivalent to

$$
\left\{\begin{align*}
x_{1}^{\prime} & =x_{2}  \tag{1.23}\\
x_{2}^{\prime} & =-k x_{2}-q \sin x_{1}
\end{align*}\right.
$$

Now the critical points for Eq. (1.23) are from $x_{2}=0$ and $k x_{2}+q \sin x_{1}=0$, hence they are given by $\left(x_{1}, x_{2}\right)=(n \pi, 0), n=0, \pm 1, \pm 2, \cdots$.

For a regular point $\left(x_{1}^{r}, x_{2}^{r}\right) \in \Re^{2}$, the constant vector $\left[x_{1}^{r}, x_{2}^{r}\right]^{T}$ is not a constant solution of Eq. (1.16); and when a trajectory passes through $\left(x_{1}^{r}, x_{2}^{r}\right)$, the direction vector (or slope vector) of the trajectory at $\left(x_{1}^{r}, x_{2}^{r}\right)$ is given by the vector function $[P, Q]^{T}$ evaluated at $\left(x_{1}^{r}, x_{2}^{r}\right)$. That is, the direction vector at $\left(x_{1}^{r}, x_{2}^{r}\right)$ is given by

$$
\begin{equation*}
\left[P\left(x_{1}^{r}, x_{2}^{r}\right), Q\left(x_{1}^{r}, x_{2}^{r}\right)\right]^{T} \tag{1.24}
\end{equation*}
$$

which is a nonzero vector. Thus by continuity, if another point $(\bar{x}, \bar{y})$ is very close to $\left(x_{1}^{r}, x_{2}^{r}\right)$, then, for a trajectory passing through $(\bar{x}, \bar{y})$, the direction vector at $(\bar{x}, \bar{y})$, given by $[P(\bar{x}, \bar{y}), Q(\bar{x}, \bar{y})]^{T}$, is very close to $\left[P\left(x_{1}^{r}, x_{2}^{r}\right), Q\left(x_{1}^{r}, x_{2}^{r}\right)\right]^{T}$ and is nonzero. The geometric interpretation is that near a regular point, trajectories move in essentially the same direction. Therefore, the local geometrical and qualitative properties for regular points are very clear, see Figure 4.6.

However, for a critical point $\left(x_{1}^{c}, x_{2}^{c}\right) \in \Re^{2}$, the constant vector $\left[x_{1}^{c}, x_{2}^{c}\right]^{T}$ is a constant solution of Eq. (1.16). The geometric interpretation is that a


Figure 4.6: Local geometry for a regular point and a critical point
critical point (regarded as a constant solution) is the only trajectory passing through itself; and the direction vector at a critical point is zero, or directionless. Thus, trajectories near a critical point could move in all different directions, see Figure 4.6. Since this makes the local geometrical and qualitative properties of critical points really complicated, the rest of this chapter is devoted to analyzing them.

We first look at what kinds of trajectories are possible for Eq. (1.16) in $\Re^{2}$. For example, you may wonder if figures that look like "4," " 6, ," " 8 ," or " 0 " are possible trajectories for Eq. (1.16). Accordingly, let's recall that the curves that look like a " 0 " are called simple closed curves. For the curves that look like an " 8 ," even though they are closed curves, they are not "simple" closed curves. The following result describes all possible trajectories of Eq. (1.16) in $\Re^{2}$.

Theorem 4.1.9 Let $\left(x_{1}(t), x_{2}(t)\right)$ be a solution of Eq. (1.16) for $t \in \Re$. If there exist $t_{1}$ and $t_{2}$ with $t_{1}<t_{2}$ such that $\left(x_{1}\left(t_{1}\right), x_{2}\left(t_{1}\right)\right)=\left(x_{1}\left(t_{2}\right), x_{2}\left(t_{2}\right)\right)$, then only the following two cases can occur:
(i). The solution is a constant solution, that is, a critical point, or
(ii). The solution is periodic with a least positive period.

Therefore, the possible trajectories for Eq. (1.16) in $\Re^{2}$ are (see Figure 4.7):
(a). Critical points, or
(b). Simple closed curves, also called periodic orbits, or
(c). Nonintersecting curves.




Figure 4.7: Three possible trajectories for Eq. (1.16) in $\Re^{2}$

Proof. Under the assumption and using the fact that Eq. (1.16) is autonomous, we have

$$
\begin{equation*}
\left(x_{1}(t), x_{2}(t)\right)=\left(x_{1}\left(t+t_{2}-t_{1}\right), x_{2}\left(t+t_{2}-t_{1}\right)\right) \tag{1.25}
\end{equation*}
$$

because they are all solutions of Eq. (1.16) and pass through the same point when $t=t_{1}$. This implies that $\left(x_{1}(t), x_{2}(t)\right)$ is $\left(t_{2}-t_{1}\right)$-periodic. Hence, we can define

$$
\begin{equation*}
\bar{p}=\liminf \left\{p: 0<p \leq t_{2}-t_{1}, \quad\left(x_{1}(t), x_{2}(t)\right) \text { is } p-\text { periodic }\right\} \tag{1.26}
\end{equation*}
$$

Consequently, $0 \leq \bar{p} \leq t_{2}-t_{1}$, and there is a sequence $p_{m} \in\left[\bar{p}, t_{2}-t_{1}\right]$ with $\lim _{m \rightarrow \infty} p_{m}=\bar{p}$, such that $\left(x_{1}(t), x_{2}(t)\right)$ is $p_{m}$-periodic, see Figure 4.8 .


Figure 4.8: $0 \leq \bar{p} \leq t_{2}-t_{1}$ and $\lim _{m \rightarrow \infty} p_{m}=\bar{p}$

If $\bar{p}=0$, then let's prove that for any $t \in \Re,\left(x_{1}(t), x_{2}(t)\right)=\left(x_{1}(0), x_{2}(0)\right)$, which implies that $\left(x_{1}(t), x_{2}(t)\right)$ is a critical point. We assume $t>0$ because the case of $t<0$ is similar. Now, for $p_{m}>0$, we get an integer $k_{m} \geq 0$ such that $t=k_{m} p_{m}+t_{m}$, with $0 \leq t_{m}<p_{m}$ and $0 \leq \lim _{m \rightarrow \infty} t_{m} \leq \lim _{m \rightarrow \infty} p_{m}=$ $\bar{p}=0$. Thus, as the solution $\left(x_{1}(\cdot), x_{2}(\cdot)\right)$ is $p_{m}$-periodic,

$$
\left(x_{1}(t), x_{2}(t)\right)=\left(x_{1}\left(k_{m} p_{m}+t_{m}\right), x_{2}\left(k_{m} p_{m}+t_{m}\right)\right)=\left(x_{1}\left(t_{m}\right), x_{2}\left(t_{m}\right)\right)
$$

therefore, using continuity of solutions, it follows that

$$
\begin{aligned}
\left(x_{1}(t), x_{2}(t)\right) & =\lim _{m \rightarrow \infty}\left(x_{1}(t), x_{2}(t)\right) \\
& =\lim _{m \rightarrow \infty}\left(x_{1}\left(t_{m}\right), x_{2}\left(t_{m}\right)\right)=\left(x_{1}(0), x_{2}(0)\right)
\end{aligned}
$$

that is, the solution $\left(x_{1}(t), x_{2}(t)\right)$ is a critical point in this case.
If $\bar{p}>0$, let's prove that the solution $\left(x_{1}(t), x_{2}(t)\right)$ is a simple closed curve. Applying continuity and periodicity again, we obtain

$$
\begin{align*}
\left(x_{1}(t), x_{2}(t)\right) & =\lim _{m \rightarrow \infty}\left(x_{1}(t), x_{2}(t)\right)=\lim _{m \rightarrow \infty}\left(x_{1}\left(t+p_{m}\right), x_{2}\left(t+p_{m}\right)\right) \\
& =\left(x_{1}(t+\bar{p}), x_{2}(t+\bar{p})\right) \tag{1.27}
\end{align*}
$$

which implies that $\bar{p}$ is the least positive period for the solution. Now, when the solution $\left(x_{1}(t), x_{2}(t)\right)$ starts from $t=0$ at $\left(x_{1}(0), x_{2}(0)\right) \in \Re^{2}$, the $\bar{p}>0$ is the first time such that $\left(x_{1}(0), x_{2}(0)\right)=\left(x_{1}(\bar{p}), x_{2}(\bar{p})\right)$, (otherwise, if there is a $0<p_{0}<\bar{p}$, such that $\left(x_{1}(0), x_{2}(0)\right)=\left(x_{1}\left(p_{0}\right), x_{2}\left(p_{0}\right)\right)$, then uniqueness implies that $\left(x_{1}(t), x_{2}(t)\right)=\left(x_{1}\left(t+p_{0}\right), x_{2}\left(t+p_{0}\right)\right), t \in \Re$; thus $p_{0}<\bar{p}$ is also a positive period, which contradicts that $\bar{p}$ is the least positive period for the solution). After $t=\bar{p}$, the solution will repeat since it is $\bar{p}$-periodic. Therefore, the trajectory of the solution is now a simple closed curve. This completes the proof.

Accordingly, we find that figures that look like " 4 " or " 6 " are not possible trajectories because they are intersecting curves. Curves that look like an
" 8 " are not possible trajectories either because even though they are closed curves, they are not simple closed curves. Curves that look like a " 0 " are possible trajectories because they are simple closed curves. The following is also true, whose proof is left as an exercise.

Corollary 4.1.10 Let $x(t)=x\left(t, x_{0}\right)$ be the unique solution of $E q$. (1.16) on $\Re$ with $x(0)=x_{0}$. If $x_{0}$ is not a critical point, then there exist $t_{1}>0$ and $t_{2}<0$ such that $x\left(t_{1}\right) \neq x_{0}$ and $x\left(t_{2}\right) \neq x_{0}$.

Next, if $P\left(x_{1}, x_{2}\right)$ and $Q\left(x_{1}, x_{2}\right)$ have continuous partial derivatives, and have the Taylor expansion

$$
\left\{\begin{array}{l}
P\left(x_{1}, x_{2}\right)=a x_{1}+b x_{2}+\varepsilon_{1}\left(x_{1}, x_{2}\right)  \tag{1.28}\\
Q\left(x_{1}, x_{2}\right)=c x_{1}+d x_{2}+\varepsilon_{2}\left(x_{1}, x_{2}\right)
\end{array}\right.
$$

at $\left(x_{1}, x_{2}\right)=(0,0)$ for some functions $\varepsilon_{1}\left(x_{1}, x_{2}\right)$ and $\varepsilon_{2}\left(x_{1}, x_{2}\right)$, where

$$
\begin{equation*}
a=\frac{\partial P}{\partial x_{1}}(0,0), \quad b=\frac{\partial P}{\partial x_{2}}(0,0), \quad c=\frac{\partial Q}{\partial x_{1}}(0,0), \quad d=\frac{\partial Q}{\partial x_{2}}(0,0) \tag{1.29}
\end{equation*}
$$

then Eq. (1.16) becomes

$$
\begin{align*}
{\left[\begin{array}{c}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]^{\prime} } & =\left[\begin{array}{l}
a x_{1}(t)+b x_{2}(t)+\varepsilon_{1}\left(x_{1}(t), x_{2}(t)\right) \\
c x_{1}(t)+d x_{2}(t)+\varepsilon_{2}\left(x_{1}(t), x_{2}(t)\right)
\end{array}\right] \\
& =\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+\left[\begin{array}{l}
\varepsilon_{1}\left(x_{1}(t), x_{2}(t)\right) \\
\varepsilon_{2}\left(x_{1}(t), x_{2}(t)\right)
\end{array}\right] \tag{1.30}
\end{align*}
$$

Example 4.1.11 Consider

$$
\left\{\begin{align*}
x_{1}^{\prime} & =\sin x_{2}  \tag{1.31}\\
x_{2}^{\prime} & =x_{1} e^{x_{2}}
\end{align*}\right.
$$

Since $\sin x_{2}=x_{2}-\frac{x_{2}^{3}}{3!}+\frac{x_{2}^{5}}{5!}-\cdots$ and $x_{1} e^{x_{2}}=x_{1}+x_{1} x_{2}+\frac{x_{1} x_{2}^{2}}{2!}+\cdots$, the equation can be written as

$$
\left[\begin{array}{l}
x_{1}(t)  \tag{1.32}\\
x_{2}(t)
\end{array}\right]^{\prime}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+\left[\begin{array}{l}
\varepsilon_{1}\left(x_{1}(t), x_{2}(t)\right) \\
\varepsilon_{2}\left(x_{1}(t), x_{2}(t)\right)
\end{array}\right],
$$

where $\varepsilon_{1}\left(x_{1}, x_{2}\right)=-\frac{x_{2}^{3}}{3!}+\frac{x_{2}^{5}}{5!}-\cdots$ and $\varepsilon_{2}\left(x_{1}, x_{2}\right)=x_{1} x_{2}+\frac{x_{1} x_{2}^{2}}{2!}+\cdots$.

Definition 4.1.12 With constants $a, b, c, d$ given by (1.29), the linear differential equation

$$
\left[\begin{array}{l}
x_{1}(t)  \tag{1.33}\\
x_{2}(t)
\end{array}\right]^{\prime}=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]
$$

is called the linearization of Eq. (1.30) (or of Eq. (1.16)) at (0,0).
Under certain conditions, we can regard Eq. (1.30) as a perturbation of Eq. (1.33). Now it intuitively makes sense to expect that if $\varepsilon_{1}\left(x_{1}, x_{2}\right)$ and $\varepsilon_{2}\left(x_{1}, x_{2}\right)$ are sufficiently small, then the behavior of Eq. (1.30) should be similar to that of Eq. (1.33). It can be shown that this intuition is essentially, but not completely, correct.

This chapter is organized as follows: In Section 2, we provide a complete analysis for Eq. (1.33) and draw all phase portraits in $\Re^{2}$ for the different cases according to eigenvalues of the coefficient matrix. We also introduce some terminology, including stability, according to the properties revealed, which leads us to detailed study of the same subject later for general differential equations in $\Re^{n}, n \geq 1$. In Section 3 , we examine the conditions which ensure that solutions of Eq. (1.30) and Eq. (1.33) have essentially the same local geometric and qualitative properties near the origin. In Section 4, we apply the results to analyze an equation of a simple pendulum. In Section 5 , we generalize the ideas of a simple pendulum and study the Hamiltonian systems and gradient systems.

## Exercises 4.1

1. Verify for autonomous differential equations that a weak Lipschitz condition is the same as a (global) Lipschitz condition.
2. Verify that $f(x)=x^{2}$ is unbounded and does not satisfy a (global) Lipschitz condition for $x$ in $\Re$.
3. In Example 4.1.3, use (1.7) to verify that when $t$ takes values in $(-\infty, 1)$ for the solution $x(t)=(1-t)^{-1}$, the variable $s$ takes values in $(-\infty, \infty)$ for the corresponding solution $y(s)$.
4. Assume that $f: \Re^{n} \rightarrow \Re^{n}$ satisfies a local Lipschitz condition. Prove that $F(x)=f(x) \frac{1}{1+|f(x)|}$ also satisfies a local Lipschitz condition.
5. Solve $y^{\prime}=\frac{y^{2}}{1+y^{2}}, y(0)=1$.
6. Verify that the range of $y(s)$ in $(1.9)$ is $(0, \infty)$.
7. Let $x(t)$ be a solution of $x^{\prime}(t)=x^{2}(t) \sin t+x^{3}(t)$. Is $x(t+2)$ also a solution? Next, find $k$ such that $x(t+k)$ is also a solution.
8. Let $T>0$ be given. Find conditions on $f(t, x)$ in $x^{\prime}(t)=f(t, x(t))$ such that if $x(t)$ is a solution, then so is $y(t)=x(t+T)$.
9. Show that the solutions of Eq. (1.15) form a dynamical system.
10. Show that a point $\left(x_{1}^{c}, x_{2}^{c}\right)$ is a critical point of Eq. (1.16) if and only if $\left(x_{1}(t), x_{2}(t)\right)=\left(x_{1}^{c}, x_{2}^{c}\right), t \in \Re$, is a constant solution.
11. Prove that a trajectory started from a regular point may not reach a critical point in finite time.
12. Find critical points of the system

$$
\left\{\begin{aligned}
x^{\prime} & =x-2 x^{2}-x y \\
y^{\prime} & =-4 y+2 x y
\end{aligned}\right.
$$

13. Show that $x(t)=\cos t, y(t)=\sin t$ satisfy

$$
\left\{\begin{aligned}
x^{\prime}(t) & =-y(t) \\
y^{\prime}(t) & =x(t)
\end{aligned}\right.
$$

Then draw $(x(t), y(t))=(\cos t, \sin t)$ in the $(x, y)$ plane for $t \in[0, \pi]$, $t \in[0,2 \pi], t \in[0, \infty)$, and $t \in(-\infty, \infty)$.
14. Prove Corollary 4.1.10.

### 4.2 Linear Autonomous Equations in $\Re^{2}$

In this section, we consider

$$
\left[\begin{array}{l}
x_{1}(t)  \tag{2.1}\\
x_{2}(t)
\end{array}\right]^{\prime}=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]=A\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]
$$

where $a, b, c, d$ are constants in $\Re$. Consequently, the origin $(0,0)$ is a constant solution, or a critical point.

Recall that if $P$ is a $2 \times 2$ real matrix and $v$ is a vector in $\Re^{2}$, then $P v$ will transform (rotate and/or magnify or shrink) $v$ to become another vector
in $\Re^{2}$. Accordingly, we will find a real matrix $P$, and use it to transform Eq. (2.1) into a simpler equation for which the trajectories can be drawn easily. If this can be done, then the geometrical and qualitative properties of the transformed simpler equations can be used to indicate the same geometrical and qualitative properties of the original Eq. (2.1), because the trajectories of the two equations differ only by a rotation and/or a magnification or shrinking in $\Re^{2}$.

Note that the Jordan canonical form theorem in Chapter 3 cannot be applied here, because the transformation matrix $P$ used there may be complex valued. However, we are dealing with $2 \times 2$ matrices here, so we can afford to provide a complete analysis and then find ways to transform Eq. (2.1) into simpler forms. First, we recall some general results (with no restrictions on the size of matrices) from linear algebra.

Lemma 4.2.1 Let $A$ be an $n \times n$ matrix. Then,
(a). If $\lambda$ is an eigenvalue of the matrix $A$ and $v$ is the corresponding eigenvector (they may be complex valued), then $e^{\lambda t} v$ is a solution of $x^{\prime}(t)=A x(t)$.
(b). If $A, u$, $v$ are real and if $u(t)+i v(t)(i=\sqrt{-1})$ is a solution of $x^{\prime}(t)=$ $A x(t)$, then $u(t)$ and $v(t)$ are both solutions of $x^{\prime}(t)=A x(t)$.

The proof is left as an exercise. With this preparation, we are able to transform Eq. (2.1) into simpler forms.

Theorem 4.2.2 Let $A$ be a real $2 \times 2$ constant matrix in Eq. (2.1). Then there is a real $2 \times 2$ constant nonsingular matrix $P$, such that $[x, y]^{T}=$ $P^{-1}\left[x_{1}, x_{2}\right]^{T}$ transforms Eq. (2.1) into

$$
\left[\begin{array}{l}
x(t)  \tag{2.2}\\
y(t)
\end{array}\right]^{\prime}=\left[P^{-1} A P\right]\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right]=B\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right],
$$

where $B=P^{-1} A P$ is one of the following three real matrices

$$
(I) \cdot\left[\begin{array}{cc}
\lambda & 0  \tag{2.3}\\
0 & \mu
\end{array}\right],(\lambda \neq \mu), \quad(I I) \cdot\left[\begin{array}{ll}
\lambda & \star \\
0 & \lambda
\end{array}\right], \quad(I I I) \cdot\left[\begin{array}{cc}
\alpha & \beta \\
-\beta & \alpha
\end{array}\right],
$$

where $\star=0$ or 1 . Moreover, $(I)$ occurs when A has two distinct real eigenvalues (or equivalently $(a-d)^{2}+4 b c>0$ ); (II) occurs when A has a double (or repeated) real eigenvalue (or equivalently $(a-d)^{2}+4 b c=0$ ); and (III) occurs when $A$ has complex conjugate eigenvalues (or equivalently $(a-d)^{2}+4 b c<0$ ).

Proof. We prove the theorem case by case.
Case ( $I$ ): The matrix $A$ has two real distinct eigenvalues $\lambda$ and $\mu$. Now we can let $u$ and $v$ be the real eigenvectors corresponding to $\lambda$ and $\mu$ respectively. From the results in Chapter 3, we let $P=[u, v]$ such that $P$ is nonsingular, and

$$
\begin{align*}
P^{-1} A P & =P^{-1} A[u, v]=P^{-1}[\lambda u, \mu v] \\
& =\left[\lambda P^{-1} u, \mu P^{-1} v\right]=\left[\lambda e_{1}, \mu e_{2}\right]=\operatorname{diag}(\lambda, \mu) . \tag{2.4}
\end{align*}
$$

Case (II): The matrix $A$ has a double real eigenvalue $\lambda$. Let $u$ be the corresponding real eigenvector, and let $v$ be any real vector such that $P_{1}=[u, v]$ is nonsingular. Now,

$$
\begin{align*}
P_{1}^{-1} A P_{1} & =P_{1}^{-1} A[u, v]=P_{1}^{-1}[\lambda u, A v]=\left[\lambda P_{1}^{-1} u, P_{1}^{-1} A v\right] \\
& =\left[\lambda e_{1}, P_{1}^{-1} A v\right]=\left[\begin{array}{cc}
\lambda & g \\
0 & h
\end{array}\right], \tag{2.5}
\end{align*}
$$

for some real numbers $g$ and $h$. Since similar matrices have the same eigenvalues, we get $h=\lambda$. If $g=0$, then we can take $P=P_{1}$, such that

$$
P^{-1} A P=\left[\begin{array}{cc}
\lambda & 0  \tag{2.6}\\
0 & \lambda
\end{array}\right] .
$$

If $g \neq 0$, let $P_{2}=\left[\begin{array}{cc}1 & 1 \\ 0 & \frac{1}{g}\end{array}\right]$, then

$$
P_{2}^{-1}\left[\begin{array}{ll}
\lambda & g  \tag{2.7}\\
0 & \lambda
\end{array}\right] P_{2}=\left[\begin{array}{cc}
1 & -g \\
0 & g
\end{array}\right]\left[\begin{array}{ll}
\lambda & g \\
0 & \lambda
\end{array}\right]\left[\begin{array}{ll}
1 & 1 \\
0 & \frac{1}{g}
\end{array}\right]=\left[\begin{array}{ll}
\lambda & 1 \\
0 & \lambda
\end{array}\right],
$$

hence, we can take $P=P_{1} P_{2}$, such that

$$
P^{-1} A P=P_{2}^{-1} P_{1}^{-1} A P_{1} P_{2}=P_{2}^{-1}\left[\begin{array}{cc}
\lambda & g  \tag{2.8}\\
0 & \lambda
\end{array}\right] P_{2}=\left[\begin{array}{cc}
\lambda & 1 \\
0 & \lambda
\end{array}\right] .
$$

Case (III): The matrix $A$ has complex conjugate eigenvalues $\lambda_{1}=$ $\alpha+i \beta, \lambda_{2}=\alpha-i \beta, \beta \neq 0$. Let $u+i v$ be an eigenvector of $\lambda_{1}$ with $u$ and $v$ being real, then $A(u+i v)=(\alpha+i \beta)(u+i v)$. Equating the real and imaginary parts, we get

$$
\begin{equation*}
A u=\alpha u-\beta v, \quad A v=\beta u+\alpha v . \tag{2.9}
\end{equation*}
$$

Hence, as $\beta \neq 0$, it follows from (2.9) that $u=0$ if and only if $v=0$. But the eigenvector $u+i v$ is nonzero, thus $u \neq 0$ and $v \neq 0$. That is, real or pure imaginary vectors cannot be eigenvectors for the eigenvalue $\alpha+i \beta$.

Moreover, $u$ and $v$ are linearly independent. Suppose this is not the case; then $u$ and $v$ are linearly dependent, and there exist real constants $c_{1}$ and $c_{2}$, both nonzero in this case, such that $c_{1} u+c_{2} v=0$. Then $A(u+i v)=$ $(\alpha+i \beta)(u+i v)$ becomes

$$
\begin{equation*}
A\left(1-\frac{c_{1}}{c_{2}} i\right) u=(\alpha+i \beta)\left(1-\frac{c_{1}}{c_{2}} i\right) u, \tag{2.10}
\end{equation*}
$$

which implies $A u=(\alpha+i \beta) u$, hence $u$ is a real eigenvector for the eigenvalue $\alpha+i \beta$. This contradicts what we have just proved that $\alpha+i \beta$ has no real eigenvectors. Thus $u$ and $v$ are linearly independent.

Now, $P=[u, v]$ is nonsingular, and we have, from (2.9),

$$
\begin{align*}
& P^{-1} A P=P^{-1}[A u, A v]=P^{-1}[\alpha u-\beta v, \beta u+\alpha v] \\
& =\left[\alpha e_{1}-\beta e_{2}, \beta e_{1}+\alpha e_{2}\right]=\left[\begin{array}{cc}
\alpha & \beta \\
-\beta & \alpha
\end{array}\right] . \tag{2.11}
\end{align*}
$$

This completes the transformation of the matrix $A$ into the three simpler forms in (2.3). Next, from $[x, y]^{T}=P^{-1}\left[x_{1}, x_{2}\right]^{T}$ and Eq. (2.1), we have

$$
\left[\begin{array}{l}
x(t)  \tag{2.12}\\
y(t)
\end{array}\right]^{\prime}=P^{-1}\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]^{\prime}=P^{-1} A\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]=\left[P^{-1} A P\right]\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right] .
$$

Finally, observe that the characteristic equation for matrix $A$ is

$$
\lambda^{2}-(a+d) \lambda+a d-b c=0,
$$

thus the distributions of eigenvalues are determined by

$$
(a+d)^{2}-4(a d-b c)=(a-d)^{2}+4 b c .
$$

This completes the proof.
Next, we will draw all phase portraits according to the transformed simpler equation (2.2) in the $(x, y)$ phase plane, with $B=P^{-1} A P$ given by one of the three forms in (2.3). The phase portraits for the original equation (2.1) in the ( $x_{1}, x_{2}$ ) phase plane will differ from them only by some rotations and/or a magnification or shrinking of the trajectories in the $(x, y)$ phase plane.

We first single out a special case when $\operatorname{det}(A)=0$, that is, when the zero is an eigenvalue of the matrix $A$. Since the transformed forms in (2.3) have the same eigenvalues as the matrix $A$, this may happen when $\lambda=0$ or $\mu=0$ in Case $(I)$, or when $\lambda=0$ in Case ( $I I$ ).

If $\lambda=0$ and $\mu \neq 0$ in Case ( $I$ ), then the solutions of Eq. (2.2) are $\left\{x(t)=x_{0}, y(t)=y_{0} e^{\mu t}\right\}$. In particular, any point on the $x$-axis (when $\left.y_{0}=0\right)$ is a critical point of Eq. (2.2). The phase portrait is given in Figure 4.9, with arrows indicating the directions of increasing time $t$.


Figure 4.9: Phase portrait for $\lambda=0$ and $\mu \neq 0$ in Case $(I)$ when $\operatorname{det}(A)=0$

If now we interchange $x$ and $y$ axes, or rotate the phase portrait for $\{\lambda=0, \mu \neq 0\}$ in Figure 4.9 by $90^{\circ}$, then we get the phase portrait for $\{\lambda \neq 0, \mu=0\}$ in Case (I).

The phase portraits for Case (II) with $\lambda=0$ can be drawn in a similar way, see an exercise.

In the following, we assume $\operatorname{det}(A) \neq 0$, that is, the zero is not an eigenvalue of the matrix $A$, or equivalently, $(0,0)$ is the only critical point of Eq. (2.2). Based on Theorem 4.1.9, we know that in this case, besides the only critical point at the origin, other trajectories are periodic orbits or nonintersecting curves. We will draw phase portraits for Eq. (2.2) in the $(x, y)$ phase plane case by case, according to different forms of $B=P^{-1} A P$ in (2.3).

Case $(I a):\left[\begin{array}{ll}\lambda & 0 \\ 0 & \mu\end{array}\right],(\lambda \neq \mu)$, two distinct real eigenvalues, $\lambda \mu>0$.
In this case, the fundamental matrix solution of Eq. (2.2) is $\left[\begin{array}{cc}e^{\lambda t} & 0 \\ 0 & e^{\mu t}\end{array}\right]$,
and solutions of Eq. (2.2) are $\left\{x(t)=x_{0} e^{\lambda t}, y(t)=y_{0} e^{\mu t}\right\}$, where the two eigenvalues $\lambda$ and $\mu$ have the same sign. If $\lambda<\mu<0$, then, as $t$ approaches $\infty,(x(t), y(t))$ approaches $(0,0)$, and the slope of the trajectory, $\frac{d y(t)}{d x(t)}=\frac{\mu y(t)}{\lambda x(t)}=\frac{\mu y_{0}}{\lambda x_{0}} e^{(\mu-\lambda) t}$ when $x_{0} y_{0} \neq 0$, approaches $\pm \infty$ depending on the location of $\left(x_{0}, y_{0}\right)$. The phase portrait is shown in Figure 4.10.



Figure 4.10: Case ( $I a$ ), $\lambda \mu>0$. The origin is an improper node

In this case, all nonzero solutions go to the constant solution $[0,0]^{T}$ as $t$ approaches $\infty$; or the constant solution $[0,0]^{T}$ attracts other solutions. In this sense, we say that the constant solution $[0,0]^{T}$ is asymptotically stable, or we say that $[0,0]^{T}$ is a sink or an attractor. (A detailed study of stability will be given later.) Now, we call the origin $(0,0)$ an improper node, in the sense that trajectories approach and leave the origin in just two directions. If $\mu<\lambda<0$, the phase portrait will be rotated by $90^{\circ}$.

If $\lambda>\mu>0$, the phase portrait is the same as $\{\lambda<\mu<0\}$ but with the arrows reversed (consider $t \rightarrow-\infty$ near the origin). In this case, the origin $(0,0)$ is an unstable node, or a repeller, or a source. If $\mu>\lambda>0$, the phase portrait will be rotated by $90^{\circ}$.
Case $(I b):\left[\begin{array}{ll}\lambda & 0 \\ 0 & \mu\end{array}\right],(\lambda \neq \mu)$, two distinct real eigenvalues, $\lambda \mu<0$.
In this case, solutions of Eq. (2.2) are $\left\{x(t)=x_{0} e^{\lambda t}, y(t)=y_{0} e^{\mu t}\right\}$, where the two eigenvalues $\lambda$ and $\mu$ have the opposite signs. Now, as $t \rightarrow \infty$, one component may go to 0 while the other goes to $\pm \infty$. For example, if $\mu<0<\lambda$, then $|y(t)|=0$ or $|y(t)|$ goes to 0 , and $|x(t)|=0$ or $|x(t)|$ goes to $\infty$. The phase portrait is shown in Figure 4.11.



Figure 4.11: Case ( $I b$ ) , $\lambda \mu<0$. The origin is a saddle point

In this case, we say that the origin $(0,0)$ is a saddle point, and the constant solution $[0,0]^{T}$ is unstable. The same is true for the case $\lambda<0<\mu$, whose phase portrait is obtained by reversing the arrows.

Case (IIa): $\left[\begin{array}{ll}\lambda & 0 \\ 0 & \lambda\end{array}\right]$, double real eigenvalue $\lambda \neq 0$.
Now, the fundamental matrix solution of Eq. (2.2) is $\left[\begin{array}{cc}e^{\lambda t} & 0 \\ 0 & e^{\lambda t}\end{array}\right]$, and solutions of Eq. (2.2) are $\left\{x(t)=x_{0} e^{\lambda t}, y(t)=y_{0} e^{\lambda t}\right\}$. The trajectories are straight lines $x=0, y=0$, and $y=\frac{y_{0}}{x_{0}} x, x_{0} \neq 0$. The phase portrait is shown in Figure 4.12.

The origin $(0,0)$ is called a proper node, in the sense that trajectories approach or leave the origin in all directions. The constant solution $[0,0]^{T}$ is asymptotically stable (an attractor) if $\lambda<0$ and unstable (a repeller) if $\lambda>0$.

Case $(I I b):\left[\begin{array}{ll}\lambda & 1 \\ 0 & \lambda\end{array}\right]$, double real eigenvalue $\lambda \neq 0$.
Now, the fundamental matrix solution of Eq. (2.2) is $\left[\begin{array}{cc}e^{\lambda t} & t e^{\lambda t} \\ 0 & e^{\lambda t}\end{array}\right]$, and solutions of Eq. (2.2) are $\left\{x(t)=x_{0} e^{\lambda t}+y_{0} t e^{\lambda t}, y(t)=y_{0} e^{\lambda t}\right\}$. The trajectories as $t \rightarrow \infty$ go to $(0,0)$ if $\lambda<0$, and go far away from $(0,0)$ if $\lambda>0$. Moreover, the slope $\frac{d y(t)}{d x(t)}=\frac{\lambda y(t)}{\lambda x(t)+y(t)}=\frac{\lambda y_{0}}{\lambda x_{0}+\lambda y_{0} t+y_{0}} \rightarrow 0, \quad t \rightarrow \infty$. The phase portrait is shown in Figure 4.13.


Figure 4.12: Case $(I I a)$, double eigenvalue $\lambda \neq 0$. The origin is a proper node

The origin $(0,0)$ now is also called an improper node, and the constant solution $[0,0]^{T}$ is asymptotically stable if $\lambda<0$ and unstable if $\lambda>0$. Note that now an initial point in the second quadrant $\left(x_{0}<0, y_{0}>0\right)$ will be taken into the first quadrant after $t>-\frac{x_{0}}{y_{0}}$ (because then $x(t)=$ $\left.e^{\lambda t}\left(x_{0}+y_{0} t\right)>0\right)$. Similarly, an initial point in the fourth quadrant will be taken into the third quadrant.

Case (IIIa): $\left[\begin{array}{cc}\alpha & \beta \\ -\beta & \alpha\end{array}\right]$, two complex conjugate eigenvalues $\alpha \pm i \beta, \alpha \neq 0, \beta \neq 0$.

In this case, we can check that $[1, i]^{T}$ is an eigenvector corresponding to the eigenvalue $\alpha+i \beta$. Then from Lemma 4.2.1(a), we know that $e^{\alpha t+i \beta t}[1, i]^{T}$ is a solution of Eq. (2.2). Now,

$$
\begin{align*}
e^{\alpha t+i \beta t}\left[\begin{array}{l}
1 \\
i
\end{array}\right] & =e^{\alpha t}(\cos \beta t+i \sin \beta t)\left[\begin{array}{l}
1 \\
i
\end{array}\right]=\left[\begin{array}{c}
e^{\alpha t} \cos \beta t+i e^{\alpha t} \sin \beta t \\
-e^{\alpha t} \sin \beta t+i e^{\alpha t} \cos \beta t
\end{array}\right] \\
& =\left[\begin{array}{c}
e^{\alpha t} \cos \beta t \\
-e^{\alpha t} \sin \beta t
\end{array}\right]+i\left[\begin{array}{c}
e^{\alpha t} \sin \beta t \\
e^{\alpha t} \cos \beta t
\end{array}\right] \tag{2.13}
\end{align*}
$$

hence from Lemma 4.2.1(b), the real and the imaginary parts in (2.13) are both solutions of Eq. (2.2). Note that at $t=0$, the real part in (2.13) is $[1,0]^{T}=e_{1}$ and the imaginary part in (2.13) is $[0,1]^{T}=e_{2}$. Thus, according


Figure 4.13: Case (IIb), double eigenvalue $\lambda \neq 0$. The origin is an improper node
to the study in Chapter 3, the matrix

$$
\left[\begin{array}{cc}
e^{\alpha t} \cos \beta t & e^{\alpha t} \sin \beta t  \tag{2.14}\\
-e^{\alpha t} \sin \beta t & e^{\alpha t} \cos \beta t
\end{array}\right]
$$

is the fundamental matrix solution of Eq. (2.2) in this case. Therefore, the solution of Eq. (2.2) with the initial point $\left(x_{0}, y_{0}\right)$ is given by

$$
\left[\begin{array}{c}
x(t)  \tag{2.15}\\
y(t)
\end{array}\right]=\left[\begin{array}{cc}
e^{\alpha t} \cos \beta t & e^{\alpha t} \sin \beta t \\
-e^{\alpha t} \sin \beta t & e^{\alpha t} \cos \beta t
\end{array}\right]\left[\begin{array}{l}
x_{0} \\
y_{0}
\end{array}\right]
$$

hence, we obtain

$$
\begin{equation*}
x^{2}(t)+y^{2}(t)=e^{2 \alpha t}\left(x_{0}^{2}+y_{0}^{2}\right) \tag{2.16}
\end{equation*}
$$

Now, note from (2.15) that when $t \rightarrow \infty, x(t)$ and $y(t)$ will change signs according to $\sin \beta t$ and $\cos \beta t$, or the trajectory $(x(t), y(t))$ will traverse every quadrant infinitely many times as $t \rightarrow \infty$. Thus, if $\alpha<0$, then from (2.15) and (2.16), we find that the trajectory will spiral to the origin as $t \rightarrow \infty$. The trajectory will spiral out from the origin if $\alpha>0$. The phase portrait is shown in Figure 4.14.

In this case, the origin is called a spiral point (or a focus), according to the fashion a trajectory approaches or leaves the origin. The constant solution $[0,0]^{T}$ is asymptotically stable if $\alpha<0$ or unstable if $\alpha>0$.



Figure 4.14: Case (IIIa). The origin is a spiral point

Case (IIIb): $\left[\begin{array}{cc}0 & \beta \\ -\beta & 0\end{array}\right]$, two complex conjugate eigenvalues $\pm i \beta, \beta \neq 0$.

In this case, all we need is to let $\alpha=0$ in (2.15)-(2.16) to obtain

$$
\begin{equation*}
x^{2}(t)+y^{2}(t)=x_{0}^{2}+y_{0}^{2}, \tag{2.17}
\end{equation*}
$$

such that the trajectories are circles (periodic orbits). Now, any given trajectory (circle) will not approach the origin, thus the constant solution $[0,0]^{T}$ is not asymptotically stable. However, if an initial point $\left(x_{0}, y_{0}\right)$ is near the origin, then the corresponding trajectory will stay near the origin. In this sense, we say that the constant solution $[0,0]^{T}$ is stable. The origin is now called a center. The phase portrait is shown in Figure 4.15.

We have now completed the analysis and phase portraits for Eq. (2.2) with $B=P^{-1} A P$ given by the three forms in (2.3). This detailed analysis also reveals a Distribution Diagram given in Figure 4.16, which can be used to determine the nature of the origin very easily by simply looking at the coefficient matrix $A$ of Eq. (2.1).

Corollary 4.2.3 For Eq. (2.1), let $p=\operatorname{tr} A=a+d, q=\operatorname{det} A=a d-b c \neq$ 0 . Then on the $(p, q)$ plane, one has the Distribution Diagram in Figure 4.16 for the origin of Eq. (2.1). That is, one has

1. If $q<0$, then the origin is a saddle point.



Figure 4.15: Case (IIIb). The origin is a center
2. If $q>0$ and $p=0$, then the origin is a center.
3. If $q>0, p>0$, and $q=\frac{1}{4} p^{2}$, then the origin is an unstable proper or improper node.
4. If $q>0, p>0$, and $q<\frac{1}{4} p^{2}$, then the origin is an unstable improper node.
5. If $q>0, p>0$, and $q>\frac{1}{4} p^{2}$, then the origin is an unstable spiral point.
6. If $q>0, p<0$, and $q=\frac{1}{4} p^{2}$, then the origin is a stable proper or improper node.
7. If $q>0, p<0$, and $q<\frac{1}{4} p^{2}$, then the origin is a stable improper node.
8. If $q>0, p<0$, and $q>\frac{1}{4} p^{2}$, then the origin is a stable spiral point.

Proof. Let $\lambda_{1}$ and $\lambda_{2}$ be the two eigenvalues of the matrix $A$. Compare

$$
\operatorname{det}(A-\lambda E)=\lambda^{2}-(a+d) \lambda+a d-b c=\left(\lambda-\lambda_{1}\right)\left(\lambda-\lambda_{2}\right),
$$

we find that $p$ and $q$ can be replaced by

$$
p=\lambda_{1}+\lambda_{2}, \quad q=\lambda_{1} \lambda_{2} .
$$

Note that the matrix $A$ is similar to the matrices given in (2.3), and similar matrices have the same eigenvalues, thus $\lambda_{1}$ and $\lambda_{2}$ are also eigenvalues


Figure 4.16: Distribution Diagram for the origin of Eq. (2.1)
of the matrices given in (2.3). Hence all we need next is to examine each of the above cases from Case (Ia) to Case (IIIb).

In Case (Ia), $p=\lambda_{1}+\lambda_{2}=\lambda+\mu, q=\lambda_{1} \lambda_{2}=\lambda \mu$ and $\lambda \neq \mu$. Thus, $q=\lambda \mu>0$ and $q<\frac{1}{4} p^{2}$. If $p<0$, which is the same as $\lambda<0$ and $\mu<0$ since $\lambda \mu>0$, then the origin is asymptotically stable and is an improper node. If $p>0$, which is the same as $\lambda>0$ and $\mu>0$, then the origin is unstable and is also an improper node. In Case (Ib), $q=\lambda \mu<0$ and the origin is a saddle point. In Case (IIa), $p=2 \lambda, q=\lambda^{2}$. Thus, $q=\frac{1}{4} p^{2}$ and the origin is a proper node, which is asymptotically stable when $p=2 \lambda<0$ or unstable when $p=2 \lambda>0$. In Case (IIIb), $q=(i \beta)(-i \beta)=\beta^{2}>0$ and $p=0+0=0$, and the origin is a center. Other cases are left as an exercise. This completes the proof.

Figure 4.16 can also be regarded as a "bifurcation diagram" because when the parameters $p$ and $q$ change in the $(p, q)$ plane, the stability of the origin of Eq. (2.1) will change among four types: asymptotically stable, stable, unstable, and half stable (a saddle point).

Next, we point out that the phase portraits of the original differential equation (2.1) differ from the above phase portraits using the three forms in (2.3) only by some rotations and/or a magnification or shrinking of the trajectories. To see this, let's use some examples to demonstrate how to use phase portraits of the transformed equation (2.2) to draw phase portraits of the original equation (2.1). In doing so, we need to know the transformation matrix $P$. From the proof of Theorem 4.2.2, we have

Corollary 4.2.4 The matrix $P$ in the transformations in Theorem 4.2.2 can be constructed as follows:
(C1). If the matrix $A$ has two real distinct eigenvalues, then $P=[u, v]$, where $u$ and $v$ are the corresponding real eigenvectors.
(C2). If the matrix $A$ has a double real eigenvalue, then let $u$ be the corresponding real eigenvector, and let $v$ be any real vector such that $P_{1}=[u, v]$ is nonsingular. If $g=0$ in (2.5), take $P=P_{1}$; otherwise take $P=P_{1} P_{2}$ with $P_{2}$ given by (2.7).
(C3). If the matrix $A$ has complex conjugate eigenvalues, then $P=[u, v]$, where $u+i v$ is an eigenvector with $u$ and $v$ being real vectors.

Example 4.2.5 Consider the matrix

$$
A=\left[\begin{array}{ll}
-1 & -2  \tag{2.18}\\
-2 & -1
\end{array}\right]
$$

The eigenvalues of $A$ are 1 and -3 . Then the procedures described in Corollary 4.2 .4 can be used to find the corresponding real eigenvectors and then construct

$$
P=\left[\begin{array}{cc}
1 & 1  \tag{2.19}\\
-1 & 1
\end{array}\right]
$$

such that

$$
P^{-1} A P=\left[\begin{array}{cc}
1 & 0  \tag{2.20}\\
0 & -3
\end{array}\right]=B
$$

For the equation with the coefficient matrix $B$, the origin $(0,0)$ is a saddle point in the $(x, y)$ plane. The phase portrait for the original equation with the coefficient matrix $A$ in the $\left(x_{1}, x_{2}\right)$ plane is determined by $\left[x_{1}, x_{2}\right]^{T}=$ $P[x, y]^{T}$, or by

$$
P e_{1}=\left[\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{c}
1 \\
-1
\end{array}\right], \quad P e_{2}=\left[\begin{array}{cc}
1 & 1 \\
-1 & 1
\end{array}\right]\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{l}
1 \\
1
\end{array}\right]
$$

Now, $P$ takes $e_{1}$ in the $(x, y)$ plane into $[1,-1]^{T}$ in the $\left(x_{1}, x_{2}\right)$ plane, and takes $e_{2}$ in the $(x, y)$ plane into $[1,1]^{T}$ in the $\left(x_{1}, x_{2}\right)$ plane. Thus we obtain the following phase portraits in Figure 4.17 for the trajectories of the transformed equation in the $(x, y)$ plane and the original equation in the $\left(x_{1}, x_{2}\right)$ plane, which differ by a rotation.


Figure 4.17: Trajectories for the original and the transformed equations differ by a rotation

Example 4.2.6 Consider the matrix

$$
A=\left[\begin{array}{cc}
0 & 2  \tag{2.21}\\
-\frac{1}{2} & 0
\end{array}\right]
$$

The eigenvalues of $A$ are $\pm i$, and $\left[\begin{array}{c}-2 i \\ 1\end{array}\right]$ is an eigenvector for the eigenvalue $i$. Then, the procedures described in Corollary 4.2 .4 can be used to
construct

$$
P=\left[\begin{array}{cc}
0 & -2  \tag{2.22}\\
1 & 0
\end{array}\right]
$$

such that

$$
P^{-1} A P=\left[\begin{array}{cc}
0 & 1  \tag{2.23}\\
-1 & 0
\end{array}\right]=B
$$

For the equation with the coefficient matrix $B$, the origin $(0,0)$ is a center in the $(x, y)$ plane; and

$$
P e_{1}=\left[\begin{array}{cc}
0 & -2  \tag{2.24}\\
1 & 0
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
1
\end{array}\right], P e_{2}=\left[\begin{array}{cc}
0 & -2 \\
1 & 0
\end{array}\right]\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\left[\begin{array}{c}
-2 \\
0
\end{array}\right]
$$

Accordingly, we have the following phase portraits in Figure 4.18 for the trajectories of the transformed equation in the $(x, y)$ plane and the original equation in the $\left(x_{1}, x_{2}\right)$ plane, which differ by a magnification.



Figure 4.18: Trajectories for the original and the transformed equations differ by a magnification

Examples for other cases can be given in a similar way to conclude that Eq. (2.1) and Eq. (2.2) have essentially the same phase portraits, subject to some transformations (rotations and/or a magnification or shrinking). In this sense, we say that the phase portraits of Eq. (2.1) have the same
geometrical and qualitative properties as those of Eq. (2.2) described above. Therefore, we have now completed all phase portraits and the descriptions of the geometric and qualitative properties of the autonomous linear differential equation (2.1) in $\Re^{2}$.

## Exercises 4.2

1. Prove Lemma 4.2.1.
2. Assume that the matrix $A$ has a negative eigenvalue. Prove that $x^{\prime}=$ $A x$ has at least one nonzero solution that goes to zero as $t \rightarrow \infty$.
3. Draw the phase portraits for Case $(I I)$ with $\lambda=0$. Also find all critical points.
4. Show that if $\operatorname{det}(A) \neq 0$, then the zero is not an eigenvalue of the matrix $A$, hence $(0,0)$ is the only critical point of $x^{\prime}(t)=A x(t)$.
5. Verify that $\alpha+i \beta$ is an eigenvalue of the matrix $\left[\begin{array}{cc}\alpha & \beta \\ -\beta & \alpha\end{array}\right]$, then find the corresponding eigenvectors.
6. Complete the proof of Corollary 4.2.3.
7. For the following matrices, determine if the origin for $x^{\prime}=A x$ is a saddle, a node, a spiral, or a center. Also determine stabilities of each spiral or node.
(a) $A=\left[\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right]$;
(b) $A=\left[\begin{array}{rr}0 & -1 \\ 2 & 0\end{array}\right]$;
(c) $A=\left[\begin{array}{ll}3 & 1 \\ 1 & 3\end{array}\right]$;
(d) $A=\left[\begin{array}{rr}1 & -1 \\ 2 & 3\end{array}\right]$.
8. Sketch phase portraits and solve $x^{\prime}=A x$ for
(a) $A=\left[\begin{array}{ll}1 & 3 \\ 3 & 1\end{array}\right]$;
(b) $A=\left[\begin{array}{rr}1 & 3 \\ 0 & -2\end{array}\right]$;
(c) $A=\left[\begin{array}{rr}1 & -3 \\ 1 & 1\end{array}\right]$;
(d) $A=\left[\begin{array}{rr}1 & -3 \\ 0 & 1\end{array}\right]$.
9. Solve the linear differential equation $x^{\prime}=A x+f(t), x(0)=x_{0}$, where

$$
A=\left[\begin{array}{rr}
1 & -1 \\
1 & 1
\end{array}\right], \quad f(t)=\left[\begin{array}{r}
e^{t} \\
2 e^{t}
\end{array}\right], \quad x_{0}=\left[\begin{array}{l}
1 \\
0
\end{array}\right] .
$$

### 4.3 Perturbations on Linear Equations in $\Re^{2}$

From the study of phase portraits of Eq. (2.2) in the previous section, we observe two important things. First, the signs of the real parts of eigenvalues determine the destinations of trajectories as $t \rightarrow \infty$; second, the function

$$
\begin{equation*}
V(t)=x_{1}^{2}(t)+x_{2}^{2}(t) \tag{3.1}
\end{equation*}
$$

where $\left(x_{1}(t), x_{2}(t)\right)$ is a solution, can be used as a good measurement of how close the trajectory $\left(x_{1}(t), x_{2}(t)\right)$ is to the origin $(0,0)$.

Consequently, we expect that if a small perturbation given by $\varepsilon_{1}\left(x_{1}, x_{2}\right)$ and $\varepsilon_{2}\left(x_{1}, x_{2}\right)$ is applied to the linear differential equation

$$
\left[\begin{array}{l}
x_{1}(t)  \tag{3.2}\\
x_{2}(t)
\end{array}\right]^{\prime}=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]=A\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]
$$

to come up with the differential equation

$$
\left[\begin{array}{l}
x_{1}(t)  \tag{3.3}\\
x_{2}(t)
\end{array}\right]^{\prime}=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+\left[\begin{array}{l}
\varepsilon_{1}\left(x_{1}(t), x_{2}(t)\right) \\
\varepsilon_{2}\left(x_{1}(t), x_{2}(t)\right)
\end{array}\right]
$$

then, in most cases, the geometrical and qualitative properties of Eq. (3.2) near the origin $(0,0)$ may not be changed under this small perturbation. In other words, we expect in most cases that Eq. (3.2) and Eq. (3.3) have essentially the same geometrical and qualitative properties near the origin when $\varepsilon_{1}$ and $\varepsilon_{2}$ are small.

To explain this, we first think of $\varepsilon_{i}$ as being linear, so that Eq. (3.3) takes the form of $x^{\prime}=B x$ with the matrix $B$ close to $A$. Assume that the real parts of eigenvalues of the matrix $A$ are nonzero, then the real parts of eigenvalues of the matrix $B$ will have the same signs as those of $A$, hence Eq. (3.2) and Eq. (3.3) have the same geometrical and qualitative properties near the origin in this case. This can also be seen from the Distribution Diagram in Figure 4.16, where, if the real parts of eigenvalues of $A$ are nonzero, then the corresponding point in the $(p, q)$ plane of the Distribution Diagram is either inside the first or the second quadrant, or below the $p$-axis, (remember
that we assumed $\operatorname{det} A \neq 0$, or $q \neq 0)$. Thus, after a small change to that point which resulted in the matrix $B$, the new point should still stay in the corresponding region.

However, in some special cases, perturbations on Eq. (3.2) may cause some significant changes. For example, if the matrix $A$ has two complex conjugate eigenvalues with zero real parts, then the origin for Eq. (3.2) is a center, and hence the trajectories are periodic orbits enclosing the origin. Now, after a linear perturbation, the periodicity (which is delicate) may be destroyed, or the periodic orbits may be sufficiently distorted to make them spiral. Thus in this case, the origin may not be a center after a perturbation. The reason is that the real parts of eigenvalues are zero for a center, and those zero real parts are so easily changed to nonzero after a perturbation. Hence a center may be changed after a perturbation. This can also be seen from the Distribution Diagram in Figure 4.16, where a center corresponds to a point on the positive $q$-axis. After a perturbation, this point may move inside the first or the second quadrant and hence becomes a spiral point.

Based on the above remarks, we can detect the following from the Distribution Diagram in Figure 4.16. After a small linear perturbation, a saddle point, a spiral point, and an improper node for a point below the graph of $q=\frac{1}{4} p^{2}$ will not change; however, a center for a point on the positive $q$-axis, and a proper or improper node for a point on the graph of $q=\frac{1}{4} p^{2}$ may change.

When $\varepsilon_{i}$ are nonlinear, we expect the same things to happen. For example, when the trajectories of Eq. (3.2) spiral to the origin, then in Eq. (3.3), the small $\varepsilon_{i}\left(x_{1}, x_{2}\right)$ terms should not significantly change the direction vector (or slope vector), thus the trajectories of Eq. (3.3) should also spiral to the origin. To measure the smallness of $\varepsilon_{i}\left(x_{1}, x_{2}\right)$ in Eq. (3.3), we make the following hypothesis.
(H). In Eq. (3.3), assume that $\operatorname{det} A=a d-b c \neq 0$ and that

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{\varepsilon_{i}\left(x_{1}, x_{2}\right)}{r}=0, \quad r=\sqrt{x_{1}^{2}+x_{2}^{2}}, \quad i=1,2 \tag{3.4}
\end{equation*}
$$

This hypothesis guarantees that the perturbations $\varepsilon_{i}\left(x_{1}, x_{2}\right)$ tend to zero faster than the linear terms in Eq. (3.3) and that (see an exercise) the origin is an isolated critical point for Eq. (3.3) (that is, there exists a circle around the origin in which the origin is the only critical point). Under this hypothesis, we have the following results, matching what are true for linear perturbations and what we expect for nonlinear perturbations.

Theorem 4.3.1 Let the Hypothesis (H) be satisfied and assume the existence and uniqueness of solutions for Eq. (3.3). Then the following statements are true near the origin $(0,0)$.
(a). If the origin is a spiral point of Eq. (3.2), then it is a spiral point of Eq. (3.3) (meaning roughly that trajectories starting near the origin spiral into or out from the origin).
(b). If the origin is a saddle point of Eq. (3.2), then it is a saddle point of Eq. (3.3) (meaning roughly that there are two trajectories approaching the origin along opposite directions, and all other trajectories close to either of them and to the origin tend away from them).
(c). If the origin is an improper node of Eq. (3.2), then it is an improper node of Eq. (3.3) (meaning roughly that trajectories approach or leave the origin along finite directions).
(d). If the origin is a proper node of Eq. (3.2), then, under a stronger condition that $\lim _{r \rightarrow 0} \frac{\varepsilon_{i}\left(x_{1}, x_{2}\right)}{r^{1+a}}=0$ for some $a>0$, it is a proper node of Eq. (3.3) (meaning roughly that trajectories approach or leave the origin along all directions).
(e). If the origin is a center of Eq. (3.2), then it is either a center of Eq. (3.3) (meaning roughly that in any small neighborhood of the origin there are at least countably many periodic orbits enclosing the origin) or a spiral point of Eq. (3.3).
(f). If the origin is a node (proper or improper) of Eq. (3.2), and if $\varepsilon_{i}, i=$ 1,2 , have continuous second partial derivatives, then it is a node of Eq. (3.3).

A complete proof of these results is extensive, since each individual case needs a different treatment, which is not within the scope of this book. However, reference books, such as Andronov, et al. [1973], Coddington and Levinson [1955], and Perko [1991] offer some detailed analysis. When we study stability in Chapter 5 , Theorem 5.3 .3 will provide a partial proof of some results in Theorem 4.3.1, such as why stable spiral points and stable nodes for linear differential equations in $\Re^{2}$ are preserved under the small perturbations satisfying the Hypothesis (H). See also Remark 5.3.4. In addition, some similar results for differential equations in $\Re^{n}$, called Stable Manifolds and Hartman-Grobman theorems, will be given in Chapter 8.

However, we will prove one special case here, since the proof introduces the very useful Liapunov method. We will discuss this in detail when we study stability in Chapter 5.

Proof of Theorem 4.3.1(a): Assume that the origin ( 0,0 ) is a spiral point of Eq. (3.2). Applying the transformation given in Theorem 4.2.2 if necessary, we may assume that the matrix $A$ in Eq. (3.3) has been transformed, hence we consider

$$
\left[\begin{array}{l}
x_{1}(t)  \tag{3.5}\\
x_{2}(t)
\end{array}\right]^{\prime}=\left[\begin{array}{cc}
\alpha & \beta \\
-\beta & \alpha
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+\left[\begin{array}{l}
\varepsilon_{1}\left(x_{1}(t), x_{2}(t)\right) \\
\varepsilon_{2}\left(x_{1}(t), x_{2}(t)\right)
\end{array}\right],(\alpha \beta \neq 0)
$$

where $\alpha<0$, (the case for $\alpha>0$ is similar). Let $\left[x_{1}(t), x_{2}(t)\right]^{T}$ be a solution of Eq. (3.5), whose existence and uniqueness is guaranteed (even though we may not be able to find a formula for it). Define

$$
\begin{equation*}
V(t)=\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right] \tag{3.6}
\end{equation*}
$$

Then, without solving Eq. (3.5), we obtain the following by plugging in Eq. (3.5),

$$
\begin{align*}
\frac{d}{d t} V(t)= & x_{1}(t) x_{1}^{\prime}(t)+x_{2}(t) x_{2}^{\prime}(t) \\
= & x_{1}(t)\left[\alpha x_{1}(t)+\beta x_{2}(t)+\varepsilon_{1}\left(x_{1}(t), x_{2}(t)\right)\right] \\
& +x_{2}(t)\left[-\beta x_{1}(t)+\alpha x_{2}(t)+\varepsilon_{2}\left(x_{1}(t), x_{2}(t)\right)\right] \\
= & \alpha\left[x_{1}^{2}+x_{2}^{2}\right]+\left[x_{1} \varepsilon_{1}\left(x_{1}, x_{2}\right)+x_{2} \varepsilon_{2}\left(x_{1}, x_{2}\right)\right] \tag{3.7}
\end{align*}
$$

Under the Hypothesis (H), we find that

$$
\begin{align*}
& \left|\frac{x_{1} \varepsilon_{1}\left(x_{1}, x_{2}\right)+x_{2} \varepsilon_{2}\left(x_{1}, x_{2}\right)}{x_{1}^{2}+x_{2}^{2}}\right|=\left|\frac{x_{1}}{r} \frac{\varepsilon_{1}\left(x_{1}, x_{2}\right)}{r}+\frac{x_{2}}{r} \frac{\varepsilon_{2}\left(x_{1}, x_{2}\right)}{r}\right| \\
& \quad \leq\left|\frac{\varepsilon_{1}\left(x_{1}, x_{2}\right)}{r}\right|+\left|\frac{\varepsilon_{2}\left(x_{1}, x_{2}\right)}{r}\right| \longrightarrow 0, \quad \text { as } r=\sqrt{x_{1}^{2}+x_{2}^{2}} \rightarrow 0 \tag{3.8}
\end{align*}
$$

Therefore, there is a $\delta>0$ such that $r \leq \delta$ implies

$$
\begin{equation*}
x_{1} \varepsilon_{1}\left(x_{1}, x_{2}\right)+x_{2} \varepsilon_{2}\left(x_{1}, x_{2}\right) \leq \frac{-\alpha}{2}\left[x_{1}^{2}+x_{2}^{2}\right] \tag{3.9}
\end{equation*}
$$

Thus, (3.7) and (3.9) imply

$$
\begin{equation*}
\frac{d}{d t} V(t) \leq \frac{\alpha}{2}\left[x_{1}^{2}+x_{2}^{2}\right] \leq 0, \quad \text { if } r=\sqrt{x_{1}^{2}+x_{2}^{2}} \leq \delta \tag{3.10}
\end{equation*}
$$

Now, let the initial point of the solution $\left[x_{1}(t), x_{2}(t)\right]^{T}$ start near the origin, that is, assume $r(0)=\sqrt{x_{1}^{2}(0)+x_{2}^{2}(0)}<\delta$. Then (3.10) implies that $V^{\prime}(t) \leq 0$ for $t \geq 0$ and small, which implies that $r(t)=\sqrt{x_{1}^{2}(t)+x_{2}^{2}(t)}<\delta$ for $t \geq 0$ and small. Consequently, we obtain

$$
\begin{equation*}
r(t)=\sqrt{x_{1}^{2}(t)+x_{2}^{2}(t)} \leq \delta, \quad t \geq 0 \tag{3.11}
\end{equation*}
$$

therefore, we find that (3.10) becomes

$$
\begin{equation*}
V^{\prime}(t) \leq \frac{\alpha}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right]=\alpha V(t), \quad t \geq 0 \tag{3.12}
\end{equation*}
$$

Now, applying a differential inequality (see an exercise), we obtain

$$
\begin{equation*}
\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right]=V(t) \leq V(0) e^{\alpha t} \longrightarrow 0, \quad t \rightarrow \infty, \quad(\alpha<0) \tag{3.13}
\end{equation*}
$$

which implies that the trajectory $\left[x_{1}(t), x_{2}(t)\right]^{T}$ approaches the origin as $t \rightarrow \infty$.

To determine the angles of the trajectory in order to check whether it spirals, let's change from Euclidean coordinates to polar coordinates. That is, let

$$
\begin{equation*}
x_{1}(t)=r(t) \cos \theta(t), \quad x_{2}(t)=r(t) \sin \theta(t) \tag{3.14}
\end{equation*}
$$

Then, by taking a derivative in $t$ on both sides of

$$
\tan \theta(t)=\frac{x_{2}(t)}{x_{1}(t)}
$$

we obtain

$$
\begin{align*}
\theta^{\prime}(t) & =\frac{x_{2}^{\prime}(t) x_{1}(t)-x_{2}(t) x_{1}^{\prime}(t)}{r^{2}(t)} \\
& =\frac{-\beta\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right]+\left[x_{1}(t) \varepsilon_{2}\left(x_{1}, x_{2}\right)-x_{2}(t) \varepsilon_{1}\left(x_{1}, x_{2}\right)\right]}{r^{2}(t)} \\
& =-\beta+\frac{x_{1}(t) \varepsilon_{2}\left(x_{1}, x_{2}\right)-x_{2}(t) \varepsilon_{1}\left(x_{1}, x_{2}\right)}{r^{2}(t)} \tag{3.15}
\end{align*}
$$

Since we have shown in (3.13) that $\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right] \rightarrow 0, t \rightarrow \infty$, then we can verify, similar to (3.8), that

$$
\frac{x_{1}(t) \varepsilon_{2}\left(x_{1}(t), x_{2}(t)\right)-x_{2}(t) \varepsilon_{1}\left(x_{1}(t), x_{2}(t)\right)}{r^{2}(t)} \longrightarrow 0, \quad t \rightarrow \infty
$$

Hence,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \theta^{\prime}(t)=-\beta \neq 0 \tag{3.16}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \theta(t)=\infty \quad \text { or } \quad \lim _{t \rightarrow \infty} \theta(t)=-\infty \tag{3.17}
\end{equation*}
$$

Therefore, the trajectory $\left[x_{1}(t), x_{2}(t)\right]^{T}$ will spiral to the origin in this case, or the origin is a spiral point of Eq. (3.3).

In the above proof, we obtain some properties of solutions without solving the differential equation; instead, we take a derivative of the function $V(t)=$ $\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right]$ by plugging in the differential equation and then use $V^{\prime}(t)$ to tell us how small $V(t)$ is or how close a solution is to the origin. This will be a major point in understanding the treatment of stability for general nonlinear differential equations in Chapter 5.

The above proof also shows that for some nonlinear differential equations, the technique of changing from Euclidean coordinates to polar coordinates is very useful in determining phase portraits. We will apply this technique in the following examples in order to determine phase portraits for equations with perturbations.

Example 4.3.2 (A spiral point to a spiral point) Consider the system

$$
\begin{equation*}
x^{\prime}=y-x\left[1-x^{2}-y^{2}\right], \quad y^{\prime}=-x-y\left[1-x^{2}-y^{2}\right] \tag{3.18}
\end{equation*}
$$

The linearization of Eq. (3.18) is

$$
\begin{equation*}
x^{\prime}(t)=-x(t)+y(t), \quad y^{\prime}(t)=-x(t)-y(t) \tag{3.19}
\end{equation*}
$$

hence the origin is a stable spiral point for the linear system using the Distribution Diagram in Figure 4.16. Now, for Eq. (3.18), taking a derivative in $t$ on both sides of $r^{2}(t)=x^{2}(t)+y^{2}(t)$ and $\tan \theta(t)=\frac{y(t)}{x(t)}$, we obtain

$$
\begin{aligned}
r^{\prime}(t) & =\frac{x(t) x^{\prime}(t)+y(t) y^{\prime}(t)}{r(t)}=-r(t)\left[1-r^{2}(t)\right] \\
\theta^{\prime}(t) & =\frac{x(t) y^{\prime}(t)-y(t) x^{\prime}(t)}{r^{2}(t)}=-1
\end{aligned}
$$

The initial point should start near the origin, so we assume $r(0)<1$. Then $r^{\prime}(t) \leq 0$, therefore $r(t)<1$ for $t \geq 0$. Now, using partial fractions, we get

$$
\begin{equation*}
\int \frac{d r}{r\left(1-r^{2}\right)}=\int \frac{d r}{r}+\frac{1}{2} \int \frac{d r}{1-r}-\frac{1}{2} \int \frac{d r}{1+r}=\ln \frac{r}{\sqrt{1-r^{2}}} \tag{3.20}
\end{equation*}
$$

hence the solutions are given by

$$
\begin{equation*}
r(t)=\frac{1}{\sqrt{1+c e^{2 t}}}, \quad c>0, \quad \theta(t)=-t+d, \quad t \geq 0 \tag{3.21}
\end{equation*}
$$

where $c$ and $d$ are constants, and the solutions spiral into the origin as $t \rightarrow \infty$. Therefore, the origin is a spiral point for Eq. (3.18).

Example 4.3.3 (A center to a spiral point) Consider the system

$$
\begin{equation*}
x^{\prime}=-y-x \sqrt{x^{2}+y^{2}}, \quad y^{\prime}=x-y \sqrt{x^{2}+y^{2}} \tag{3.22}
\end{equation*}
$$

The linearization of Eq. (3.22) is

$$
\begin{equation*}
x^{\prime}(t)=-y(t), \quad y^{\prime}(t)=x(t) \tag{3.23}
\end{equation*}
$$

hence the origin is a center for the linear system. Now, for Eq. (3.22), the polar system is

$$
\begin{aligned}
r^{\prime}(t) & =\frac{x(t) x^{\prime}(t)+y(t) y^{\prime}(t)}{r(t)}=-r^{2}(t) \\
\theta^{\prime}(t) & =\frac{x(t) y^{\prime}(t)-y(t) x^{\prime}(t)}{r^{2}(t)}=1
\end{aligned}
$$

then the solutions are given by

$$
\begin{equation*}
r(t)=\frac{1}{t+c}, \quad c>0, \quad \theta(t)=t+d, \quad t \geq 0 \tag{3.24}
\end{equation*}
$$

The solutions spiral into the origin as $t \rightarrow \infty$, therefore the origin is a spiral point for Eq. (3.22).

Example 4.3.4 (A center to a spiral point) Consider the system

$$
\begin{equation*}
x^{\prime}=-y+x\left(x^{2}+y^{2}\right), \quad y^{\prime}=x+y\left(x^{2}+y^{2}\right) \tag{3.25}
\end{equation*}
$$

The linearization of Eq. (3.25) is

$$
\begin{equation*}
x^{\prime}(t)=-y(t), \quad y^{\prime}(t)=x(t) \tag{3.26}
\end{equation*}
$$

hence the origin is a center for the linear system. Now, for Eq. (3.25), the polar system is

$$
\begin{aligned}
& r^{\prime}(t)=\frac{x(t) x^{\prime}(t)+y(t) y^{\prime}(t)}{r(t)}=r^{3}(t) \\
& \theta^{\prime}(t)=\frac{x(t) y^{\prime}(t)-y(t) x^{\prime}(t)}{r^{2}(t)}=1
\end{aligned}
$$

then the solutions are given by

$$
\begin{equation*}
r(t)=\frac{1}{\sqrt{c-2 t}}, \quad c>0, \quad \theta(t)=t+d, \quad t \geq 0 \tag{3.27}
\end{equation*}
$$

Therefore, the solutions spiral out of the origin as $t \rightarrow \infty$, and hence the origin is a spiral point for Eq. (3.25).

Example 4.3.5 (A center to a center) Consider the system

$$
\left\{\begin{align*}
x^{\prime} & =-y+x\left[x^{2}+y^{2}\right] \sin \frac{\pi}{\sqrt{x^{2}+y^{2}}}  \tag{3.28}\\
y^{\prime} & =x+y\left[x^{2}+y^{2}\right] \sin \frac{\pi}{\sqrt{x^{2}+y^{2}}}
\end{align*}\right.
$$

for $(x, y) \neq(0,0)$, and define the right-hand side of Eq. (3.28) at $(0,0)$ as $f(0,0)=(0,0)$. The linearization of Eq. (3.28) is

$$
\begin{equation*}
x^{\prime}(t)=-y(t), \quad y^{\prime}(t)=x(t) \tag{3.29}
\end{equation*}
$$

hence the origin is a center for the linear system. Now, for Eq. (3.28), the polar system is

$$
\begin{aligned}
r^{\prime}(t) & =\frac{x(t) x^{\prime}(t)+y(t) y^{\prime}(t)}{r(t)}=r^{3}(t) \sin \frac{\pi}{r} \\
\theta^{\prime}(t) & =\frac{x(t) y^{\prime}(t)-y(t) x^{\prime}(t)}{r^{2}(t)}=1
\end{aligned}
$$

For $n=1,2, \cdots$, the circles given by

$$
\begin{equation*}
r(t)=\frac{1}{n}, \quad \theta(t)=t+d, \quad t \geq 0 \tag{3.30}
\end{equation*}
$$

are periodic orbits of Eq. (3.28) enclosing the origin, and their diameters tend to zero. Therefore, the origin is a center for Eq. (3.28).

Example 4.3.6 (A center to a center) Consider the system

$$
\left\{\begin{array}{l}
x^{\prime}=y-x y^{2}  \tag{3.31}\\
y^{\prime}=-x+x^{2} y
\end{array}\right.
$$

The linearization of Eq. (3.31) is

$$
\begin{equation*}
x^{\prime}(t)=y(t), \quad y^{\prime}(t)=-x(t) \tag{3.32}
\end{equation*}
$$

hence the origin is a center for the linear system. Now, for Eq. (3.31), the polar system is

$$
\begin{aligned}
r^{\prime}(t) & =\frac{x(t) x^{\prime}(t)+y(t) y^{\prime}(t)}{r(t)}=0 \\
\theta^{\prime}(t) & =\frac{x(t) y^{\prime}(t)-y(t) x^{\prime}(t)}{r^{2}(t)}=x y-1
\end{aligned}
$$

Thus for $x$ and $y$ sufficiently small, say for example $|x y|<\frac{1}{2}$, one has

$$
\begin{equation*}
r(t)=\text { constant }, \quad \theta^{\prime}(t) \leq-\frac{1}{2}, \quad t \geq 0 \tag{3.33}
\end{equation*}
$$

hence, there are infinitely many periodic orbits of Eq. (3.31) enclosing the origin with their diameters tend to zero. Therefore, the origin is a center for Eq. (3.31).

Example 4.3.7 (A proper node to a spiral point) Consider the system

$$
\left\{\begin{align*}
x^{\prime} & =-x-\frac{y}{\ln \sqrt{x^{2}+y^{2}}}  \tag{3.34}\\
y^{\prime} & =-y+\frac{x}{\ln \sqrt{x^{2}+y^{2}}}
\end{align*}\right.
$$

for $(x, y) \neq(0,0)$, and define the right-hand side of Eq. (3.34) at $(0,0)$ as $f(0,0)=(0,0)$. The linearization of Eq. (3.34) is

$$
\begin{equation*}
x^{\prime}(t)=-x(t), \quad y^{\prime}(t)=-y(t) \tag{3.35}
\end{equation*}
$$

hence the origin is a proper node for the linear system. Now, for Eq. (3.34), the polar system is

$$
\begin{aligned}
r^{\prime}(t) & =\frac{x(t) x^{\prime}(t)+y(t) y^{\prime}(t)}{r(t)}=-r \\
\theta^{\prime}(t) & =\frac{x(t) y^{\prime}(t)-y(t) x^{\prime}(t)}{r^{2}(t)}=\frac{1}{\ln r}
\end{aligned}
$$

Hence $r(t)=r_{0} e^{-t}$ and, plugging it into the equation about $\theta$, we solve $\theta(t)=\theta_{0}+\ln \left|\ln r_{0}\right|-\ln \left|\ln r_{0}-t\right|$. Therefore, $r(t) \rightarrow 0$ and $\theta(t) \rightarrow-\infty$ as $t \rightarrow \infty$. Accordingly, the origin is a spiral point for Eq. (3.34).

Next, let's look at the Distribution Diagram in Figure 4.16 again. We see that a proper or improper node for a point on the graph of $q=\frac{1}{4} p^{2}$ may change after a perturbation, but the stability will preserve. However, if a center for a point on the positive $q$-axis is changed after a perturbation to become a spiral point, then the stability will also change. Thus, a change due to perturbation to a center is more significant than a change due to perturbation to a proper or improper node. Accordingly, there is a great deal of research in determining when a center will be preserved after some perturbations. The results in this area are generally complicated. However, for the second-degree polynomial systems

$$
\left\{\begin{array}{l}
x^{\prime}=-y+a_{20} x^{2}+a_{11} x y+a_{02} y^{2}  \tag{3.36}\\
y^{\prime}=x+b_{20} x^{2}+b_{11} x y+b_{02} y^{2}
\end{array}\right.
$$

Li [1982] obtained the following useful and easy-to-use criterion.

Theorem 4.3.8 Consider Eq. (3.36), where the origin of the linearization is a center. Define

$$
\left\{\begin{array}{l}
W_{1}=A \alpha-B \beta  \tag{3.37}\\
W_{2}=[\beta(5 A-\beta)+\alpha(5 B-\alpha)] \gamma \\
W_{3}=(A \beta+B \alpha) \gamma \delta
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
A=a_{20}+a_{02}, \quad B=b_{20}+b_{02}  \tag{3.38}\\
\alpha=a_{11}+2 b_{02}, \quad \beta=b_{11}+2 a_{20} \\
\gamma=b_{20} A^{3}-\left(a_{20}-b_{11}\right) A^{2} B+\left(b_{02}-a_{11}\right) A B^{2}-a_{02} B^{3} \\
\delta=a_{02}^{2}+b_{20}^{2}+a_{02} A+b_{20} B
\end{array}\right.
$$

Then the origin of Eq. (3.36) is a center if and only if $W_{1}=W_{2}=W_{3}=0$.

Let's see how to apply Theorem 4.3 .8 to the second-degree polynomial systems.

Example 4.3.9 (A center is preserved) Consider the system

$$
\begin{equation*}
x^{\prime}=-y-x y, \quad y^{\prime}=x+x^{2} . \tag{3.39}
\end{equation*}
$$

The origin is a center for the linearized linear system. Now, we have $a_{20}=a_{02}=0, a_{11}=-1, b_{20}=1, b_{11}=b_{02}=0$. Thus $A=0, B=1, \alpha=$ $-1, \beta=0, \gamma=0$, and then $W_{1}=W_{2}=W_{3}=0$. According to Theorem 4.3.8, the origin of Eq. (3.39) is a center, or a center is preserved.

Next, let's check this result by using the derivatives of $r^{2}(t)=x^{2}(t)+y^{2}(t)$ and $\tan \theta(t)=\frac{y(t)}{x(t)}$. Then

$$
\begin{aligned}
& r^{\prime}(t)=\frac{x x^{\prime}+y y^{\prime}}{r}=\frac{-x y-x^{2} y+x y+x^{2} y}{r}=0, \\
& \theta^{\prime}(t)=\frac{x y^{\prime}-y x^{\prime}}{r^{2}}=\frac{x^{2}+x^{3}+y^{2}+x y^{2}}{r^{2}}=1+x>0
\end{aligned}
$$

for $x>-1$. Thus the trajectories of Eq. (3.39) on the right-hand side of $x=-1$ are circles enclosing the origin, and hence the origin is a center for Eq. (3.39).

Example 4.3.10 (A center is not preserved) Consider the system

$$
\begin{equation*}
x^{\prime}=-y+x y+y^{2}, \quad y^{\prime}=x . \tag{3.40}
\end{equation*}
$$

The origin is a center for the linearized linear system. Now, we have $a_{20}=0, a_{11}=1, a_{02}=1, b_{20}=b_{11}=b_{02}=0$. Thus $A=1, B=0, \alpha=$ $1, \beta=0$, and then $W_{1}=1$. According to Theorem 4.3.8, the origin of Eq. (3.40) is not a center, or a center is not preserved. In an exercise, you are asked to use a computer-generated curve to verify this.

## Exercises 4.3

1. Show that condition (3.4) and $\operatorname{det} A=a d-b c \neq 0$ guarantee that the origin is an isolated critical point for Eq. (3.3) (that is, there exists a circle around the origin in which the origin is the only critical point).
2. If $\lim _{t \rightarrow \infty} \theta^{\prime}(t)$ exists and is nonzero and finite, then prove that $\lim _{t \rightarrow \infty} \theta(t)=\infty$ or $\lim _{t \rightarrow \infty} \theta(t)=-\infty$.
3. Show the following differential inequality for $x \in \Re$ : If $x^{\prime}(t) \leq$ $a x(t), t \geq t_{0}$, for a constant $a$, then $x(t) \leq x\left(t_{0}\right) e^{a\left(t-t_{0}\right)}, t \geq t_{0}$.
4. Let $b$ be a constant and let $a(t), c(t)$ be continuous functions on $\Re^{+}$ such that $a(t) \leq d, c(t) \leq d$ for some negative constant $d$. Use $V(t)=$ $\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right]$ to prove that all solutions of

$$
\left\{\begin{array}{l}
x_{1}^{\prime}(t)=a(t) x_{1}(t)-b x_{2}(t) \\
x_{2}^{\prime}(t)=b x_{1}(t)+c(t) x_{2}(t)
\end{array}\right.
$$

go to zero exponentially.
5. Let $a(t), b, c(t)$ be the same as above and let $f_{i}\left(t, x_{1}, x_{2}\right)$ be such that $\frac{f_{i}\left(t, x_{1}, x_{2}\right)}{\sqrt{x_{1}^{2}+x_{2}^{2}}} \rightarrow 0$ as $x_{1}^{2}+x_{2}^{2} \rightarrow 0, i=1,2$. Use $V(t)=\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right]$ to prove that all solutions of

$$
\left\{\begin{array}{l}
x_{1}^{\prime}(t)=a(t) x_{1}(t)-b x_{2}(t)+f_{1}\left(t, x_{1}, x_{2}\right) \\
x_{2}^{\prime}(t)=b x_{1}(t)+c(t) x_{2}(t)+f_{2}\left(t, x_{1}, x_{2}\right)
\end{array}\right.
$$

go to zero exponentially.
6. Find the solutions of

$$
\left\{\begin{array}{l}
x^{\prime}(t)=-y-x\left(x^{2}+y^{2}-1\right) \\
y^{\prime}(t)=x-y\left(x^{2}+y^{2}-1\right)
\end{array}\right.
$$

using polar coordinates. Show that the circle $x^{2}+y^{2}=1$ is a trajectory of the equation. Next, if $(x(t), y(t))$ is a solution of the equation, find $\lim _{t \rightarrow \infty}\left[x^{2}(t)+y^{2}(t)\right]$.
7. Rewrite using polar coordinates and determine the origin.
(a) $\left\{\begin{array}{l}x^{\prime}=a x-b y, \\ y^{\prime}=b x+a y .\end{array}\right.$
(b) $\left\{\begin{array}{l}x^{\prime}=-y+x y, \\ y^{\prime}=x-x^{2} .\end{array}\right.$
(c) $\left\{\begin{array}{l}x^{\prime}=-y-x^{3}-x y^{2}, \\ y^{\prime}=x-y^{3}-x^{2} y .\end{array}\right.$
(d) $\left\{\begin{array}{l}x^{\prime}=-y+x^{3}+x y^{2}, \\ y^{\prime}=x+y^{3}+x^{2} y .\end{array}\right.$
8. Determine if the origin is a center for
(a) $\left\{\begin{array}{l}x^{\prime}=-y-x y, \\ y^{\prime}=x-y^{2} .\end{array}\right.$
(b) $\left\{\begin{array}{l}x^{\prime}=-y-2 x^{2}+x y-y^{2}, \\ y^{\prime}=x+x^{2}-3 x y .\end{array}\right.$
9. In Example 4.3.10, use a computer-generated curve to verify that the origin is not a center for

$$
\begin{equation*}
x^{\prime}=-y+x y+y^{2}, \quad y^{\prime}=x \tag{3.41}
\end{equation*}
$$

### 4.4 An Application: A Simple Pendulum

Here, we apply Theorem 4.3.1 to analyze a simple pendulum. The motion of a simple pendulum is given by the following differential equation (see Chapter 1):

$$
\begin{equation*}
\theta^{\prime \prime}(t)+k \theta^{\prime}(t)+q \sin \theta(t)=0 \tag{4.1}
\end{equation*}
$$

where $k \geq 0, q>0$ are constants with $k$ related to a damping or friction term, and $\theta(t)$ measures the angle formed by the pendulum and the vertical downward direction.

To change the second-order equation (4.1) into a first-order system, we let $x_{1}=\theta, x_{2}=\theta^{\prime}$. Then we obtain the system

$$
\left\{\begin{align*}
x_{1}^{\prime}(t) & =x_{2}(t)  \tag{4.2}\\
x_{2}^{\prime}(t) & =-k x_{2}(t)-q \sin x_{1}(t) .
\end{align*}\right.
$$

The critical points are $(n \pi, 0), n=0, \pm 1, \pm 2, \cdots$, and we will examine each of them. For the critical point $(0,0)$, note that the Hypothesis $(H)$ in (3.4) is not satisfied if $\sin x_{1}$ is regarded as $\varepsilon_{2}\left(x_{1}, x_{2}\right)$, since $\frac{\sin x_{1}}{x_{1}} \rightarrow 1$ as $x_{1} \rightarrow 0$. However, from the Taylor expansion of $\sin x_{1}$, we know that $x_{1}-\sin x_{1}$ satisfies (3.4). Thus we replace $x_{2}^{\prime}(t)=-k x_{2}(t)-q \sin x_{1}(t)$ by $x_{2}^{\prime}(t)=-q x_{1}(t)-k x_{2}(t)+q\left[x_{1}(t)-\sin x_{1}(t)\right]$, and consider

$$
\left[\begin{array}{l}
x_{1}(t)  \tag{4.3}\\
x_{2}(t)
\end{array}\right]^{\prime}=\left[\begin{array}{cc}
0 & 1 \\
-q & -k
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+\left[\begin{array}{c}
0 \\
q\left[x_{1}(t)-\sin x_{1}(t)\right]
\end{array}\right] .
$$

The matrix from the linearization, $\left[\begin{array}{cc}0 & 1 \\ -q & -k\end{array}\right]$, is nonsingular since $q>$ 0 , and its eigenvalues are given by

$$
\frac{-k \pm \sqrt{k^{2}-4 q}}{2}
$$

thus the phase portraits near $(0,0)$ are determined by $k^{2}-4 q$. We first assume $k>0$. If $k^{2}-4 q<0$ (when the damping is weak), then the origin is a stable spiral point for the linearization. Hence, according to Theorem 4.3.1, the origin is also a stable spiral point for the nonlinear system (4.3), or Eq. (4.1). Now, the physical and geometric interpretation is that $\left(\theta, \theta^{\prime}\right)=(0,0)$ corresponds to the pendulum hanging vertically downward $(\theta=0)$ with zero velocity $\left(\theta^{\prime}=0\right)$, thus, when the damping is weak, a perturbation will cause


Figure 4.19: The motion of a pendulum with a weak damping


Figure 4.20: The motion of a pendulum with a strong damping
the pendulum to spiral and approach the vertically downward position. See Figure 4.19.

If $k^{2}-4 q \geq 0$ (when the damping is strong), then the origin for Eq. (4.3) is a stable node (see an exercise). The explanation now is that since the damping or friction is very strong, the pendulum will go to the vertically downward position without spirals. See Figure 4.20. This case is similar to the simplified linear differential equation $\theta^{\prime}=-\frac{q}{k} \theta$ from Eq. (4.1) discussed in Section 3 of Chapter 1.

To determine phase portraits for other critical points, let's change variables so as to shift them to the origin $(0,0)$ in order to apply Theorem 4.3.1. For example, for the critical point $(\pi, 0)$ for $\left(\theta, \theta^{\prime}\right)$, we can change the
variable $\theta=\eta+\pi$, such that Eq. (4.1) is transformed to

$$
\begin{equation*}
\eta^{\prime \prime}(t)+k \eta^{\prime}(t)-q \sin \eta(t)=0 \tag{4.4}
\end{equation*}
$$

Now, $(0,0)$ is a critical point for $\left(\eta, \eta^{\prime}\right)$ that corresponds to $(\pi, 0)$ for $\left(\theta, \theta^{\prime}\right)$. A similar analysis as above (treat $-q$ in Eq. (4.4) as $q$ in Eq. (4.1)) shows that the eigenvalues for the linearization of Eq. (4.4) are

$$
\frac{-k \pm \sqrt{k^{2}+4 q}}{2}
$$

Thus, the origin is a saddle point for the equation in $\eta$, and hence $(\pi, 0)$ is a saddle point for the original equation (4.1) in $\theta$. Now, the physical and geometric explanation is that $\left(\theta, \theta^{\prime}\right)=(\pi, 0)$ corresponds to the pendulum in a vertically upward position $(\theta=\pi)$ with zero velocity $\left(\theta^{\prime}=0\right)$, hence a perturbation will cause the pendulum to move away from that position.

Other critical points can be treated similarly to conclude that $(2 n \pi, 0)$, $n= \pm 1, \pm 2, \cdots$, is stable, and $((2 n+1) \pi, 0), n= \pm 1, \pm 2, \cdots$, is unstable. A phase portrait in terms of $x_{1}=\theta, x_{2}=\theta^{\prime}$ with a weak damping is given in Figure 4.21.


Figure 4.21: A phase portrait of a simple pendulum with a weak damping

When there is no damping or friction, that is, when $k=0$ in Eq. (4.1), the same analysis given above shows that $(2 n \pi, 0), n= \pm 1, \pm 2, \cdots$, is a center, and $((2 n+1) \pi, 0), n= \pm 1, \pm 2, \cdots$, is a saddle point. A phase portrait in terms of $x_{1}=\theta, x_{2}=\theta^{\prime}$ without damping is given in Figure 4.22 .


Figure 4.22: A phase portrait of a simple pendulum without damping

## Exercises 4.4

1. Give more details why at $(0,0), \sin x_{1}$ cannot be regarded as $\varepsilon_{2}\left(x_{1}, x_{2}\right)$ in the Hypothesis (H).
2. For Eq. (4.3), verify that if $k^{2}-4 q<0$, then the origin is a stable spiral point for the linearization.
3. For Eq. (4.3), verify that if $k^{2}-4 q \geq 0$, then the origin is a stable node for the linearization. (Provide the details, such as $k^{2}-4 q=0$ or $k^{2}-4 q>0$, and the cases for proper or improper node.)
4. For the pendulum given by equation (4.1), provide some details for the cases $\theta=2 \pi, \theta=3 \pi, \theta=-2 \pi, \theta=-3 \pi$.
5. Determine the phase portraits for $\theta^{\prime \prime}(t)+k \theta^{\prime}(t)+q \cos \theta(t)=0$.
6. Determine the phase portraits for $\theta^{\prime \prime}(t)+k \theta^{\prime}(t)+q \theta(t)=0$.
7. Carry out the analysis for Eq. (4.1) with $k>0$ to the case with $k=0$.
8. Use separation of variables to solve Eq. (4.1) when $q=0$.

### 4.5 Hamiltonian and Gradient Systems

From the analysis of a simple pendulum in the previous section, we know that when there is no damping the critical points are either saddles or centers,
and when there is a damping, the critical points are either saddles or nodes (or spiral points).

Next, let's find some relationship between these results and something we did in Chapter 1 concerning the law of conservation of energy in physics. For Eq. (4.2) with $k=0$, which is a special case of Eq. (3.14) in Chapter 1 with $g(u)=q \sin u$ and $x_{1}=u, x_{2}=u^{\prime}$, the total energy of the system is

$$
\begin{equation*}
H\left(x_{1}, x_{2}\right)=\frac{1}{2} x_{2}^{2}+\int_{0}^{x_{1}} q \sin s d s \tag{5.1}
\end{equation*}
$$

This is related to a Liapunov function to be discussed in Chapter 5. Now, for a solution $\left(x_{1}(t), x_{2}(t)\right)$ of Eq. (4.2) with $k=0$, we have

$$
\begin{align*}
\frac{d}{d t} H\left(x_{1}(t), x_{2}(t)\right) & =x_{2} x_{2}^{\prime}+q\left(\sin x_{1}\right) x_{1}^{\prime} \\
& =x_{2}\left(-q \sin x_{1}\right)+q\left(\sin x_{1}\right) x_{2}=0 \tag{5.2}
\end{align*}
$$

Thus the energy is conserved, and in geometry, this solution lies on a level curve

$$
\begin{equation*}
H\left(x_{1}, x_{2}\right)=\text { constant } \tag{5.3}
\end{equation*}
$$

of the function $H\left(x_{1}, x_{2}\right)$ with the variables $x_{1}$ and $x_{2}$. See Figure 4.23 for a demonstration of a level curve.


Figure 4.23: A level curve of a function $V\left(x_{1}, x_{2}\right)$

For $H\left(x_{1}, x_{2}\right)$ given in (5.1) from Eq. (4.2) with $k=0$, the projection onto the $\left(x_{1}, x_{2}\right)$ plane of typical level curves, and the corresponding trajectories are shown in Figure 4.24, which explains in geometry that saddles
and centers are possible while nodes and spiral points are impossible for Eq. (4.2) with $k=0$ (without damping).


Figure 4.24: Level curves of $H$ in (5.1) and the trajectories

On the other hand, for a solution $\left(x_{1}(t), x_{2}(t)\right)$ of Eq. (4.2) with $k>0$, we have, for the total energy of the system given in (5.1),

$$
\begin{align*}
\frac{d}{d t} H\left(x_{1}(t), x_{2}(t)\right) & =x_{2} x_{2}^{\prime}+q\left(\sin x_{1}\right) x_{1}^{\prime} \\
& =x_{2}\left(-k x_{2}-q \sin x_{1}\right)+q\left(\sin x_{1}\right) x_{2} \\
& =-k x_{2}^{2}<0 \quad \text { if } x_{2} \neq 0 \tag{5.4}
\end{align*}
$$

Thus the energy is dissipated, and in geometry, this solution will not stay on a level curve. Therefore, centers are impossible for Eq. (4.2) with $k>0$ (with damping).

Based on these analyses, we point out that a simple pendulum, together with its issue of conservativeness, is actually a typical example related to the well-known Hamiltonian systems (also called conservative systems) and gradient systems (also called dissipative systems) that have wide applications in physics and celestial mechanics. Before we define these systems, we observe that for $H\left(x_{1}, x_{2}\right)$ in (5.1), Eq. (4.2) with $k=0$ can be written as

$$
\left\{\begin{array}{l}
x_{1}^{\prime}(t)=x_{2}=\frac{\partial H}{\partial x_{2}}  \tag{5.5}\\
x_{2}^{\prime}(t)=-q \sin x_{1}=-\frac{\partial H}{\partial x_{1}}
\end{array}\right.
$$

Definition 4.5.1 A planar system is called a Hamiltonian system if there is a differentiable function $H\left(x_{1}, x_{2}\right): \Re^{2} \rightarrow \Re$ such that

$$
\left\{\begin{align*}
x_{1}^{\prime}(t) & =\frac{\partial H}{\partial x_{2}}  \tag{5.6}\\
x_{2}^{\prime}(t) & =-\frac{\partial H}{\partial x_{1}}
\end{align*}\right.
$$

The function $H\left(x_{1}, x_{2}\right)$ is called the Hamiltonian function (or the first integral) of Eq. (5.6) (can be varied up to a constant).

Hamiltonian systems can be defined for higher dimensional spaces, but we only treat planar systems here. Now, we see that Eq. (4.2) with $k=0$ is a Hamiltonian system with the Hamiltonian function given in (5.1).

For the Hamiltonian system (5.6), the total energy is always conserved. That is, let $\left(x_{1}(t), x_{2}(t)\right)$ be any solution of Eq. (5.6), we have

$$
\begin{align*}
\frac{d}{d t} H\left(x_{1}(t), x_{2}(t)\right) & =\frac{\partial H}{\partial x_{1}} x_{1}^{\prime}+\frac{\partial H}{\partial x_{2}} x_{2}^{\prime} \\
& =\frac{\partial H}{\partial x_{1}} \frac{\partial H}{\partial x_{2}}+\frac{\partial H}{\partial x_{2}}\left(-\frac{\partial H}{\partial x_{1}}\right)=0 \tag{5.7}
\end{align*}
$$

In this sense, a Hamiltonian function is sometimes called an energy function.

Next, we analyze the critical points of Eq. (5.6), which are the same as the critical points of the function $H\left(x_{1}, x_{2}\right)$ (defined in calculus as solutions $\left(x_{1}, x_{2}\right)$ of $\left.\frac{\partial H}{\partial x_{1}}=\frac{\partial H}{\partial x_{2}}=0\right)$. Due to the special structure of Hamiltonian systems, we expect to obtain some specific results. Let $\left(x_{1}^{c}, x_{2}^{c}\right)$ be a critical point of Eq. (5.6), using the change of variables $x=x_{1}-x_{1}^{c}, y=x_{2}-x_{1}^{c}$ if necessary, we can assume that the origin is a critical point of Eq. (5.6), and we only need to state results for the origin.

Lemma 4.5.2 Let the origin be a critical point of the Hamiltonian system (5.6). If the function $H\left(x_{1}, x_{2}\right)$ has a strict local maximum or minimum at the origin, then there is a constant $r>0$ such that there is no such a point $\left(x_{1}^{0}, x_{2}^{0}\right) \in B_{r}(0,0)$ (the ball centered at the origin with radius $r$ ) with $\left(x_{1}^{0}, x_{2}^{0}\right) \neq(0,0)$ and $\left(x_{1}\left(t, x_{1}^{0}, x_{2}^{0}\right), x_{2}\left(t, x_{1}^{0}, x_{2}^{0}\right)\right) \rightarrow(0,0),|t| \rightarrow \infty$. In particular, in this case, the origin is neither a node nor a spiral point for Eq. (5.6).

Proof. If a point $\left(x_{1}^{0}, x_{2}^{0}\right) \neq(0,0)$ is such that $\left(x_{1}\left(t, x_{1}^{0}, x_{2}^{0}\right), x_{2}\left(t, x_{1}^{0}, x_{2}^{0}\right)\right) \rightarrow$ $(0,0), t \rightarrow \infty$ (the case $t \rightarrow-\infty$ is similar), then from the continuity of the
function $H$ and the fact that $H\left(x_{1}\left(t, x_{1}^{0}, x_{2}^{0}\right), x_{2}\left(t, x_{1}^{0}, x_{2}^{0}\right)\right)$ is a constant as the energy is conserved for a Hamiltonian system, we have

$$
\begin{align*}
H\left(x_{1}^{0}, x_{2}^{0}\right) & =\lim _{t \rightarrow \infty} H\left(x_{1}^{0}, x_{2}^{0}\right) \\
& =\lim _{t \rightarrow \infty} H\left(x_{1}\left(t, x_{1}^{0}, x_{2}^{0}\right), x_{2}\left(t, x_{1}^{0}, x_{2}^{0}\right)\right)=H(0,0) \tag{5.8}
\end{align*}
$$

that is, $H$ has the same function value at $\left(x_{1}^{0}, x_{2}^{0}\right)$ and at the origin. If such a point $\left(x_{1}^{0}, x_{2}^{0}\right)$ can get arbitrarily close to the origin, then the function $H\left(x_{1}, x_{2}\right)$ cannot have a strict local maximum or minimum at the origin. Therefore, the conclusion in the lemma is true.

Definition 4.5.3 A critical point of a system is called nondegenerate if the matrix of the linearization of the system at that point has no zero eigenvalues.

Theorem 4.5.4 Let the function $H$ in the Hamiltonian system (5.6) have continuous second partial derivatives. Then any nondegenerate critical point of Eq. (5.6) is either a center or a saddle. More specifically, if the function $H$ has a strict local maximum or minimum at this point, then it is a center for Eq. (5.6); if the function $H$ has a saddle at this point, then it is a saddle for Eq. (5.6).

Proof. We assume that this nondegenerate critical point is at the origin. Then

$$
\begin{equation*}
\frac{\partial H}{\partial x_{1}}(0,0)=\frac{\partial H}{\partial x_{2}}(0,0)=0 \tag{5.9}
\end{equation*}
$$

and the matrix of the linearization of Eq. (5.6) at $(0,0)$ is given by

$$
A=\left[\begin{array}{cc}
\frac{\partial^{2} H}{\partial x_{2} \partial x_{1}}(0,0) & \frac{\partial^{2} H}{\partial x_{2}^{2}}(0,0)  \tag{5.10}\\
-\frac{\partial^{2} H}{\partial x_{1}^{2}}(0,0) & -\frac{\partial^{2} H}{\partial x_{1} \partial x_{2}}(0,0)
\end{array}\right]
$$

For this matrix $A$, we have $\operatorname{tr} A=0$ and

$$
\begin{equation*}
\operatorname{det} A=\frac{\partial^{2} H}{\partial x_{1}^{2}}(0,0) \frac{\partial^{2} H}{\partial x_{2}^{2}}(0,0)-\left[\frac{\partial^{2} H}{\partial x_{1} \partial x_{2}}(0,0)\right]^{2} \tag{5.11}
\end{equation*}
$$

and, since the matrix $A$ has no zero eigenvalues, $\operatorname{det} A \neq 0$.
Now, recall from calculus that (5.9) and (5.11) are used in the second derivative test to determine the nature of the critical point $(0,0)$ of the
function $H$. If $\operatorname{det} A>0$, which is the same as saying that the function $H$ has a strict local maximum or minimum at $(0,0)$, then from the Distribution Diagram of Corollary 4.2 .3 , the origin is a center for the linearization with the matrix $A$. From Theorem 4.3.1, the origin is either a center or a spiral point of Eq. (5.6). However, using Lemma 4.5.2, a spiral point is impossible and the origin is now a center for Eq. (5.6).

If $\operatorname{det} A<0$, which is the same as saying that the function $H$ has a saddle at $(0,0)$, then from Corollary 4.2.3, the origin is a saddle for the linearization with the matrix $A$. Applying Theorem 4.3.1, the origin is also a saddle for Eq. (5.6). This completes the proof.

One special Hamiltonian system is the Newtonian system

$$
\begin{equation*}
x^{\prime \prime}=f(x) \tag{5.12}
\end{equation*}
$$

where $f$ is continuously differentiable on $\Re$. Eq. (5.12) includes a simple pendulum without damping, and can be written as a Hamiltonian system

$$
\begin{equation*}
x^{\prime}=y, \quad y^{\prime}=f(x) \tag{5.13}
\end{equation*}
$$

with the Hamiltonian function given by

$$
\begin{equation*}
H(x, y)=\frac{1}{2} y^{2}+\left(-\int_{0}^{x} f(s) d s\right) \tag{5.14}
\end{equation*}
$$

where $\frac{1}{2} y^{2}$ is the kinetic energy and $P(x)=-\int_{0}^{x} f(s) d s$ is the potential energy. We have the following result, which gives the phase portrait analysis based on the potential energy for the Newtonian system (5.12). The proof is left as an exercise.

Theorem 4.5.5 The critical points of the Newtonian system (5.13) are given by $\left(x_{c}, 0\right)$ where $f\left(x_{c}\right)=0$. If the potential function $P(x)$ has a strict local minimum at $x_{c}$ (or when $f^{\prime}\left(x_{c}\right)<0$ ), then $\left(x_{c}, 0\right)$ is a center for Eq. (5.13); if the potential function $P(x)$ has a strict local maximum at $x_{c}$ (or when $\left.f^{\prime}\left(x_{c}\right)>0\right)$, then $\left(x_{c}, 0\right)$ is a saddle for Eq. (5.13).

Now, we find that Figure 4.22 for a simple pendulum without damping (Eq. (4.1) with $k=0$ ) can also be constructed by using Theorem 4.5.5 and the corresponding potential function

$$
P(x)=\int_{0}^{x} q \sin s d s=q(1-\cos x)
$$



Figure 4.25: Potential function $q(1-\cos x)$ for Eq. (4.1) with $k=0$
showing in Figure 4.25, which has a strict local minimum at $x_{c}=0$ and a strict local maximum at $x_{c}=\pi$.

Next, we determine the conditions for a given system

$$
\begin{equation*}
x_{1}^{\prime}=f\left(x_{1}, x_{2}\right), \quad x_{2}^{\prime}=g\left(x_{1}, x_{2}\right), \tag{5.15}
\end{equation*}
$$

to be a Hamiltonian system. If Eq. (5.15) is a Hamiltonian system, then there is a function $H$ such that $\frac{\partial H}{\partial x_{2}}=f$ and $-\frac{\partial H}{\partial x_{1}}=g$. Hence, assuming $H$ has continuous second partial derivatives, we obtain

$$
\begin{equation*}
\frac{\partial f}{\partial x_{1}}=\frac{\partial^{2} H}{\partial x_{1} \partial x_{2}}=\frac{\partial^{2} H}{\partial x_{2} \partial x_{1}}=-\frac{\partial g}{\partial x_{2}} . \tag{5.16}
\end{equation*}
$$

In fact, (5.16) is also a sufficient condition for Eq. (5.15) to be a Hamiltonian system.

Lemma 4.5.6 A given differentiable system (5.15) is a Hamiltonian system if and only if

$$
\begin{equation*}
\frac{\partial f}{\partial x_{1}}=-\frac{\partial g}{\partial x_{2}} \tag{5.17}
\end{equation*}
$$

Proof. We only need to show that if (5.17) is true, then we can construct a Hamiltonian function for Eq. (5.15). Now, solving $H\left(x_{1}, x_{2}\right)$ from

$$
\frac{\partial H}{\partial x_{2}}=f\left(x_{1}, x_{2}\right),
$$

we obtain

$$
H\left(x_{1}, x_{2}\right)=\int f\left(x_{1}, x_{2}\right) d x_{2}+C\left(x_{1}\right)
$$

where the "constant of integration" $C\left(x_{1}\right)$ may depend on $x_{1}$ because $H$ is a function of $\left(x_{1}, x_{2}\right)$. To determine the conditions on $C\left(x_{1}\right)$ so that $H\left(x_{1}, x_{2}\right)$ becomes a Hamiltonian function of Eq. (5.15), we need

$$
\frac{\partial H}{\partial x_{1}}=\frac{\partial}{\partial x_{1}} \int f\left(x_{1}, x_{2}\right) d x_{2}+C^{\prime}\left(x_{1}\right)=-g\left(x_{1}, x_{2}\right)
$$

or

$$
C^{\prime}\left(x_{1}\right)=-g\left(x_{1}, x_{2}\right)-\frac{\partial}{\partial x_{1}} \int f\left(x_{1}, x_{2}\right) d x_{2}
$$

which can be solved for $C\left(x_{1}\right)$ by taking an integration,

$$
\begin{equation*}
C\left(x_{1}\right)=-\int g\left(x_{1}, x_{2}\right) d x_{1}-\int\left(\frac{\partial}{\partial x_{1}} \int f\left(x_{1}, x_{2}\right) d x_{2}\right) d x_{1} \tag{5.18}
\end{equation*}
$$

Finally, we verify that the right-hand side of (5.18) is really a function of $x_{1}$ alone, because under the condition (5.17), we have

$$
\begin{aligned}
& \frac{\partial}{\partial x_{2}}\left[\int g\left(x_{1}, x_{2}\right) d x_{1}+\int\left(\frac{\partial}{\partial x_{1}} \int f\left(x_{1}, x_{2}\right) d x_{2}\right) d x_{1}\right] \\
& =\int \frac{\partial g}{\partial x_{2}} d x_{1}+\int \frac{\partial}{\partial x_{2}}\left(\frac{\partial}{\partial x_{1}} \int f\left(x_{1}, x_{2}\right) d x_{2}\right) d x_{1} \\
& =\int \frac{\partial g}{\partial x_{2}} d x_{1}+\int \frac{\partial}{\partial x_{1}}\left(\frac{\partial}{\partial x_{2}} \int f\left(x_{1}, x_{2}\right) d x_{2}\right) d x_{1} \\
& =\int \frac{\partial g}{\partial x_{2}} d x_{1}+\int \frac{\partial f}{\partial x_{1}} d x_{1} \\
& =\int \frac{\partial g}{\partial x_{2}} d x_{1}-\int \frac{\partial g}{\partial x_{2}} d x_{1}=0
\end{aligned}
$$

This completes the proof.
Example 4.5.7 Consider the system

$$
\left\{\begin{align*}
x_{1}^{\prime}(t) & =x_{1}+x_{2}=f\left(x_{1}, x_{2}\right)  \tag{5.19}\\
x_{2}^{\prime}(t) & =x_{1}+x_{2}=g\left(x_{1}, x_{2}\right)
\end{align*}\right.
$$

It is not a Hamiltonian system since $\frac{\partial f}{\partial x_{1}}=1 \neq-1=-\frac{\partial g}{\partial x_{2}}$. Note also that now the function $C$ in the proof of Lemma 4.5.6 is given by

$$
\begin{aligned}
& -\int g\left(x_{1}, x_{2}\right) d x_{1}-\int\left(\frac{\partial}{\partial x_{1}} \int f\left(x_{1}, x_{2}\right) d x_{2}\right) d x_{1} \\
& =-\left(\frac{x_{1}^{2}}{2}+x_{1} x_{2}\right)-\int x_{2} d x_{1}=-\left(\frac{x_{1}^{2}}{2}+2 x_{1} x_{2}\right)
\end{aligned}
$$

which is not a function of $x_{1}$ alone.

Example 4.5.8 Consider the system

$$
\left\{\begin{align*}
x_{1}^{\prime}(t) & =x_{2}=f\left(x_{1}, x_{2}\right)  \tag{5.20}\\
x_{2}^{\prime}(t) & =x_{1}=g\left(x_{1}, x_{2}\right)
\end{align*}\right.
$$

It is a Hamiltonian system since $\frac{\partial f}{\partial x_{1}}=0=-\frac{\partial g}{\partial x_{2}}$. Now the function $C$ in the proof of Lemma 4.5.6 is given by

$$
-\int g\left(x_{1}, x_{2}\right) d x_{1}-\int\left(\frac{\partial}{\partial x_{1}} \int f\left(x_{1}, x_{2}\right) d x_{2}\right) d x_{1}=-\frac{x_{1}^{2}}{2}
$$

which is a function of $x_{1}$ alone, and the corresponding Hamiltonian function is given by

$$
H\left(x_{1}, x_{2}\right)=\int f\left(x_{1}, x_{2}\right) d x_{2}+C\left(x_{1}\right)=\frac{x_{2}^{2}}{2}-\frac{x_{1}^{2}}{2}
$$

The above are some basic results of Hamiltonian systems, or conservative systems. Next, let's look at a type of dissipative system.

Definition 4.5.9 A planar system is called a gradient system if there is a differentiable function $H\left(x_{1}, x_{2}\right): \Re^{2} \rightarrow \Re$ such that

$$
\left\{\begin{array}{l}
x_{1}^{\prime}(t)=-\frac{\partial H}{\partial x_{1}}  \tag{5.21}\\
x_{2}^{\prime}(t)=-\frac{\partial H}{\partial x_{2}}
\end{array}\right.
$$

that is, $\left[x_{1}^{\prime}, x_{2}^{\prime}\right]^{T}=-\operatorname{grad} H$, where grad $H=\left[\frac{\partial H}{\partial x_{1}}, \frac{\partial H}{\partial x_{2}}\right]^{T}$ is the gradient of the function $H$.

Now, if we still regard the function $H$ as an energy function, then for a solution $\left(x_{1}(t), x_{2}(t)\right)$ of Eq. (5.21), we have

$$
\begin{align*}
\frac{d}{d t} H\left(x_{1}(t), x_{2}(t)\right) & =\frac{\partial H}{\partial x_{1}} x_{1}^{\prime}+\frac{\partial H}{\partial x_{2}} x_{2}^{\prime} \\
& =-\left[\left(\frac{\partial H}{\partial x_{1}}\right)^{2}+\left(\frac{\partial H}{\partial x_{2}}\right)^{2}\right]<0 \tag{5.22}
\end{align*}
$$

if $\left(\frac{\partial H}{\partial x_{1}}\right)^{2}+\left(\frac{\partial H}{\partial x_{2}}\right)^{2} \neq 0$. In this sense, gradient systems are dissipative systems. Similar to Hamiltonian systems, we have the following results for gradient systems.

Theorem 4.5.10 Let the function $H$ in the gradient system (5.21) have continuous second partial derivatives. Then any nondegenerate critical point of Eq. (5.21) is either a node or a saddle. More specifically, if the function $H$ has a strict local maximum or minimum at this point, then it is respectively an unstable or a stable node for Eq. (5.21); if the function $H$ has a saddle at this point, then it is a saddle for Eq. (5.21).

Proof. Similar to the proof of Theorem 4.5.4, we assume that this nondegenerate critical point is at the origin, and obtain

$$
\begin{equation*}
\frac{\partial H}{\partial x_{1}}(0,0)=\frac{\partial H}{\partial x_{2}}(0,0)=0 \tag{5.23}
\end{equation*}
$$

Now, the matrix of the linearization of Eq. (5.21) at (0,0) is given by

$$
A=\left[\begin{array}{cc}
-\frac{\partial^{2} H}{\partial x_{1}^{2}}(0,0) & -\frac{\partial^{2} H}{\partial x_{1} \partial x_{2}}(0,0)  \tag{5.24}\\
-\frac{\partial^{2} H}{\partial x_{2} \partial x_{1}}(0,0) & -\frac{\partial^{2} H}{\partial x_{2}^{2}}(0,0)
\end{array}\right]
$$

hence we have

$$
\operatorname{tr} A=-\left[\frac{\partial^{2} H}{\partial x_{1}^{2}}(0,0)+\frac{\partial^{2} H}{\partial x_{2}^{2}}(0,0)\right]
$$

and

$$
\begin{equation*}
\operatorname{det} A=\frac{\partial^{2} H}{\partial x_{1}^{2}}(0,0) \frac{\partial^{2} H}{\partial x_{2}^{2}}(0,0)-\left[\frac{\partial^{2} H}{\partial x_{1} \partial x_{2}}(0,0)\right]^{2} \tag{5.25}
\end{equation*}
$$

and, since the matrix $A$ has no zero eigenvalues, $\operatorname{det} A \neq 0$.
If $\operatorname{det} A>0$, then $\frac{\partial^{2} H}{\partial x_{1}^{2}}(0,0)$ and $\frac{\partial^{2} H}{\partial x_{2}^{2}}(0,0)$ must have the same sign. If they are positive, which is the same as saying that the function $H$ has a strict local minimum at $(0,0)$, then $\operatorname{tr} A<0$, and (see an exercise)

$$
\begin{equation*}
\operatorname{det} A \leq \frac{1}{4}(\operatorname{tr} A)^{2} \tag{5.26}
\end{equation*}
$$

Hence, from Corollary 4.2.3, the origin is a stable node for the linearization with the matrix $A$. From Theorem 4.3.1(f), the origin is also a stable node for Eq. (5.21) (the result concerning stability should be expected and can be verified using Theorem 5.3.3 in Chapter 5). Other cases can be handled similarly (see an exercise). This completes the proof.

Example 4.5.11 Consider the function $H\left(x_{1}, x_{2}\right)=x_{1}^{2}\left(x_{1}-2\right)^{2}+x_{2}^{2}$ and the corresponding gradient system

$$
\left\{\begin{align*}
x_{1}^{\prime}(t) & =-\frac{\partial H}{\partial x_{1}}=-4 x_{1}\left(x_{1}-1\right)\left(x_{1}-2\right)  \tag{5.27}\\
x_{2}^{\prime}(t) & =-\frac{\partial H}{\partial x_{2}}=-2 x_{2}
\end{align*}\right.
$$

Since $H$ has a strict minimum at $(0,0)$ and at $(2,0)$ and a saddle at $(1,0)$, we know from Theorem 4.5.10 that $(0,0)$ and $(2,0)$ are stable nodes for Eq. (5.27) and $(1,0)$ is a saddle for Eq. (5.27). See Figure 4.26.


Figure 4.26: The phase portrait for the gradient system (5.27)

Finally, let's look at the relationship between the Hamiltonian system (5.6) and the gradient system (5.21). If they are using the same function $H$, then they are orthogonal, that is, at every point, the trajectories of the two systems are perpendicular. Moreover, centers of Eq. (5.6) correspond to nodes of Eq. (5.21), and saddles of Eq. (5.6) correspond to saddles of Eq. (5.21).

For the related studies of Hamiltonian and gradient systems in higher dimensional spaces and their applications in physics and celestial mechanics, see, for example, Guckenheimer and Holmes [1986] and Meyer and Hall [1992].

## Exercises 4.5

1. Verify that $H(x, y)$ in (5.14) is a Hamiltonian function for Eq. (5.13).
2. Prove Theorem 4.5.5.
3. Check if $x_{1}^{\prime}=2 x_{1}+\sin x_{2}, x_{2}^{\prime}=2 x_{1} x_{2}+\cos x_{1} x_{2}$ is a Hamiltonian system.
4. Verify that $x_{1}^{\prime}=x_{2}, x_{2}^{\prime}=-x_{1}+x_{1}^{2}$ is a Newtonian system. Then use the energy function to obtain the phase portrait.
5. Verify (5.26).
6. Complete the proof of Theorem 4.5 .10 by analyzing the case when $\frac{\partial^{2} H}{\partial x_{1}^{2}}(0,0)$ and $\frac{\partial^{2} H}{\partial x_{2}^{2}}(0,0)$ are negative and the case when $\operatorname{det} A<0$.
7. Let $H\left(x_{1}, x_{2}\right)=\left(x_{1}-3\right)^{2}+x_{2}^{2}\left(x_{2}-2\right)^{2}$. Use Theorem 4.5.10 to obtain the phase portrait of the corresponding gradient system.

## Chapter 5

## Stability. Part I

### 5.1 Introduction

In Chapter 3, we analyzed structure of solutions of linear differential equations in $\Re^{n}$ and found that eigenvalues, when the coefficient matrix is constant, can be used to determine long-term properties of solutions. Then in Chapter 4, we studied phase portraits for some autonomous differential equations in $\Re^{2}$. According to the properties revealed for a center, a node, or a spiral point, we briefly discussed stability properties for autonomous differential equations in $\Re^{2}$. In this chapter, we extend the study of stability to some differential equations in $\Re^{n}$. Although one could study stability after Chapter 3 (Linear Differential Equations), we believe analyzing the centers and spiral points in $\Re^{2}$ will provide some concrete models when we introduce stability notions.

First, let's examine what we mean by a statement that "a solution of a differential equation is stable." Note that a differential equation is typically used to model the movement of a certain physical system or experiment. In running a system or experiment, one needs to deal with some initial measurements, such as putting one gallon of water initially for some experiment, which inevitably involves some errors in measurements or approximations. If the behavior of a system or experiment is stable, then a small change in initial data will result in a small change in the behavior for future time. Thus, by a statement that "a solution $\phi$ of a differential equation is stable" we mean that other solutions with initial data close to the solution $\phi$ will
remain close to $\phi$ for future time. For example, for a stable system, if $\phi$ is the solution corresponding to one gallon of water initially, and $x$ is a solution with its initial value close to one gallon of water, say for example, 1.005 gallons of water, then $\phi$ and $x$ should be close for the future time, or $|x-\phi|$ should be small for future time.

This is exactly what happened to the phase portraits of autonomous differential equations in $\Re^{2}$ in Chapter 4 . For example, when the origin is a center, the constant vector $\phi=[0,0]^{T}$ is a solution, and any periodic orbit $x$ enclosing the origin with an initial point close to the origin $\phi=[0,0]^{T}$ will stay close to the origin $\phi=[0,0]^{T}$ for future time, or $|x-\phi|=|x|$ will be small for future time if it is small initially. Accordingly, the solution $\phi=[0,0]^{T}$ is stable in this case. In some other cases, such as when the origin is a stable spiral point, other solutions will not only stay close to, but also approach the constant solution $\phi=[0,0]^{T}$ as $t \rightarrow \infty$. In this case, the solution $\phi=[0,0]^{T}$ is asymptotically stable.

The above remarks will help us extend the study of stability properties of autonomous differential equations in $\Re^{2}$ to general differential equations in $\Re^{n}$. We assume that the time variable $t$ of differential equations is in $[0, \infty)$, so that $t=0$ can be regarded as the initial time systems start running. In order to consider "long-term" behavior of solutions for "future time," we make the following assumption throughout this chapter.
(A). Consider the differential equation

$$
\begin{equation*}
x^{\prime}(t)=f(t, x(t)) \tag{1.1}
\end{equation*}
$$

in $D=[0, \infty) \times Q$, where $Q \subset \Re^{n}$ is a domain containing the zero vector. For any $\left(t_{0}, x_{0}\right) \in D=[0, \infty) \times Q$, Eq. (1.1) has a unique solution $x\left(t, t_{0}, x_{0}\right)$ existing on $\left[t_{0}, \infty\right)$ with $x\left(t_{0}\right)=x_{0}$.

To begin the study of stability properties, let's recall from Chapter 3 that for linear differential equations with constant coefficients, when the real parts of eigenvalues are negative, then solutions will go to zero. We can follow this to derive stabilities for linear differential equations.

The study of stabilities for nonlinear differential equations is difficult because formulas of solutions and eigenvalues are generally not available or applicable. So far, we have successfully dealt with a nonlinear differential equation in the proof of Theorem 4.3.1(a) in Chapter 4, where we verified that the solutions approach the zero solution without solving the differential
equation. Since this idea might provide a clue of how to pursue the stabilities for nonlinear differential equations, we recall the main steps:

First, the existence and uniqueness of solutions is guaranteed. Then define

$$
\begin{equation*}
V(t)=\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right] . \tag{1.2}
\end{equation*}
$$

The function $V$ is related to the norm $r(x)=\sqrt{x_{1}^{2}+x_{2}^{2}}$ of a solution $\left(x_{1}(t), x_{2}(t)\right)$, that is, the distance from $\left(x_{1}(t), x_{2}(t)\right)$ to the origin $(0,0)$. Then we take a derivative in $t$ by plugging in the differential equation, and obtain

$$
V^{\prime}(t) \leq \alpha V(t)=-[-\alpha V(t)], \quad \alpha<0
$$

which enables us to verify that

$$
V(t) \rightarrow 0, \quad t \rightarrow \infty
$$

Hence, we conclude that the solutions go to the origin $(0,0)$, or the origin $\phi=(0,0)$ is asymptotically stable.

The most important aspect of this approach is that it is done without solving the differential equation explicitly. The idea of deriving qualitative properties without solving differential equations explicitly was introduced by the independent work of two famous mathematicians, Liapunov [1892] and Poincaré [1892], at the turn of the 20th century when they pioneered the modern qualitative theory of differential equations. Their ideas continue to inspire new research in the area of differential equations and other related areas. In this chapter, we will study some of their most important work concerning stability properties for some linear and nonlinear differential equations in $\Re^{n}, n \geq 1$.

We point out that in $[0, \infty) \times \Re^{2}$, a center and a stable spiral point for equations in $\Re^{2}$ are shown in Figures 5.1 and 5.2.

For a center in Figure 5.1, for all $t \geq 0$, the distance from a point on the circle to the origin $(0,0)$ in $\Re^{2}$ (not the origin in $\Re^{3}$ ), or the $t$-axis, is a constant (radius of the circle). However, for a stable spiral point in Figure 5.2 , the distance from a point on the curve to the origin $(0,0)$ in $\Re^{2}$ (or the $t$-axis) goes to zero. Accordingly, if we draw these in a plane and use the vertical direction, $x$, to denote the distance of a solution to the zero solution ( $t$-axis, when the zero is a solution), then a center and a stable spiral point will be shown in Figures 5.3 and 5.4 in the $(t, x)$ plane.


Figure 5.1: A center in $[0, \infty) \times \Re^{2}$


Figure 5.2: A spiral point in $[0, \infty) \times \Re^{2}$

Now we make the following definitions regarding stabilities in the sense of Liapunov. This extends the related studies for autonomous differential equations in $\Re^{2}$ in Chapter 4. Recall that for a vector $x=$ $\left[x_{1}, x_{2}, \cdots, x_{n}\right]^{T}$ in $\Re^{n},|x|=\sum_{i=1}^{n}\left|x_{i}\right|$, and for an $n \times n$ matrix $A=$ $\left[a_{i j}\right],|A|=\sum_{i, j=1}^{n}\left|a_{i j}\right|$.

Definition 5.1.1 Let $\phi(t)=\phi\left(t, t_{\phi}\right)$ be a solution of $E q$. (1.1) on $\left[t_{\phi}, \infty\right)$, $t_{\phi} \geq 0$.
(a). $\phi\left(t, t_{\phi}\right)$ is said to be stable if for any $t_{0} \geq t_{\phi}$ and any $\varepsilon>0$, there exists a $\delta=\delta\left(\varepsilon, t_{0}\right)>0$, (typically $\delta\left(\varepsilon, t_{0}\right) \leq \varepsilon$ ), such that $\mid x_{0}-$ $\phi\left(t_{0}\right) \mid \leq \delta$ implies $\left|x\left(t, t_{0}, x_{0}\right)-\phi(t)\right| \leq \varepsilon$ for $t \geq t_{0}$.
(b). $\phi\left(t, t_{\phi}\right)$ is said to be uniformly stable if it is stable and $\delta$ in the definition of "stable" can be chosen to be independent of $t_{0} \geq t_{\phi}$. That


Figure 5.3: A center in the $(t, x)$ plane


Figure 5.4: A spiral point in the $(t, x)$ plane
is, for any $\varepsilon>0$, there exists a $\delta=\delta(\varepsilon)>0,(\delta(\varepsilon) \leq \varepsilon$, ) such that $t_{0} \geq t_{\phi}$ and $\left|x_{0}-\phi\left(t_{0}\right)\right| \leq \delta$ imply $\left|x\left(t, t_{0}, x_{0}\right)-\phi(t)\right| \leq \varepsilon$ for $t \geq t_{0}$.
(c). $\phi\left(t, t_{\phi}\right)$ is said to be asymptotically stable if it is stable and in addition, for any $t_{0} \geq t_{\phi}$, there exists an $r\left(t_{0}\right)>0$ such that $\mid x_{0}-$ $\phi\left(t_{0}\right) \mid \leq r\left(t_{0}\right)$ implies $\lim _{t \rightarrow \infty}\left|x\left(t, t_{0}, x_{0}\right)-\phi(t)\right|=0$.
(d). $\phi\left(t, t_{\phi}\right)$ is said to be uniformly asymptotically stable if it is uniformly stable and in addition, there exists an $r>0$ independent of $t_{0} \geq$ $t_{\phi}$, such that $\left|x_{0}-\phi\left(t_{0}\right)\right| \leq r$ implies $\lim _{t \rightarrow \infty}\left|x\left(t, t_{0}, x_{0}\right)-\phi(t)\right|=0$ uniformly for $t_{0} \geq t_{\phi}$ in the following sense: For any $\varepsilon>0$, there exists a $T=T(\varepsilon)>0$ such that $\left\{t_{0} \geq t_{\phi},\left|x_{0}-\phi\left(t_{0}\right)\right| \leq r, t \geq t_{0}+T\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)-\phi(t)\right| \leq \varepsilon$.
(e). $\phi\left(t, t_{\phi}\right)$ is said to be unstable if it is not stable.
(f). In particular, if $\phi(t)=0, t \geq 0$, is a solution of Eq. (1.1), or equivalently when $f(t, 0)=0, t \geq 0$, then the above give the corresponding definitions concerning stability properties for the zero solution $\phi=0$.

Definitions concerning other stabilities can be found in reference books, such as Yoshizawa [1966] and Burton [1985]. But here, we concentrate on the above four types because they are the most important ones. Note the distinction between the notions of stability and uniform stability. If $\phi$ is uniformly stable, then $\delta=\delta(\varepsilon)$ in the definition is such that if a solution $x$ differs from $\phi$ initially by at most $\delta(\varepsilon)$, then $x$ will stay in the " $\varepsilon$-tube" enclosing $\phi$ for the future time, no matter where the solution $x$ initially started. However, if $\phi$ is only stable, then $\delta=\delta\left(\varepsilon, t_{0}\right)$ in the definition is good only for the solutions started initially at $t_{0}$. That is, if a solution $x$ started at $t_{0}$ differs from $\phi$ initially by at most $\delta\left(\varepsilon, t_{0}\right)$, then $x$ will stay in the " $\varepsilon$-tube" enclosing $\phi$ for future time; but, another solution $y$ started from a different time than $t_{0}$ may initially differ from $\phi$ by at most $\delta\left(\varepsilon, t_{0}\right)$ and then leaves the " $\varepsilon$-tube" enclosing $\phi$ at some later times. See Figures 5.5 and 5.6. Examples can be found in reference books, such as Yoshizawa [1966] and Burton [1985] that indicate the notions in Definition 5.1.1 are not equivalent. Examples are also given in this book.


Figure 5.5: Differences among stabilities

However, an inspection of a center or a stable spiral point in Chapter 4 for planar autonomous differential equations reveals that the constant solution $\phi=[0,0]^{T}$ is not only stable or asymptotically stable, but also "uniformly" stable or "uniformly" asymptotically stable. The following result says that


Figure 5.6: Differences among stabilities
the same conclusion is also true for general autonomous or periodic differential equations. Its proof will be given in Chapter 9.

Theorem 5.1.2 Assume that $f$ in Eq. (1.1) is autonomous or periodic in $t$ (that is, there is a constant $T>0$ such that $f(t, x)=f(t+T, x)$ ), and satisfies a Lipschitz condition (or weak or local Lipschitz) with respect to $x$ on $D$. Assume further that $\phi(t)=0, t \geq 0$, is a solution of Eq. (1.1). If $\phi=0$ is stable, then it is uniformly stable. If $\phi=0$ is asymptotically stable, then it is uniformly asymptotically stable.

From Definition 5.1.1, it seems that it is a little easier to work with the zero solution when studying stability properties. We verify next that this can be accomplished: If $\phi(t)$ is a solution of Eq. (1.1), then, to talk about the stability properties of $\phi(t)$ is to talk about the smallness of $|y(t)-\phi(t)|$ with $y$ being another solution of Eq. (1.1). If we define $x(t)=y(t)-\phi(t)$, then it is the same as the smallness of $|x(t)|=|x(t)-0|$, or how close $x(t)$ is to the zero. Now, let $\phi(t)$ and $y(t)$ be solutions of Eq. (1.1), then we have, for $x(t)=y(t)-\phi(t)$,

$$
\begin{align*}
x^{\prime}(t) & =y^{\prime}(t)-\phi^{\prime}(t)=f(t, y(t))-f(t, \phi(t)) \\
& =f(t, x(t)+\phi(t))-f(t, \phi(t)) \tag{1.3}
\end{align*}
$$

Thus, for the solution $\phi$ of Eq. (1.1), if we define

$$
\bar{f}(t, x)=f(t, x+\phi(t))-f(t, \phi(t)),
$$

then, with $y$ a solution of Eq. (1.1), we find that $x(t)=y(t)-\phi(t)$ is a solution of

$$
\begin{equation*}
x^{\prime}(t)=\bar{f}(t, x(t)) \tag{1.4}
\end{equation*}
$$

Moreover, since $\bar{f}(t, 0)=f(t, \phi(t))-f(t, \phi(t))=0$, the zero is indeed a solution of (1.4), and this zero solution corresponds to the solution $\phi(t)$ of Eq. (1.1), and the stabilities for $\phi(t)$ of Eq. (1.1) is equivalent to the stabilities for the zero solution of Eq. (1.4). Therefore, in most cases, we can simply study stability properties of the zero solution for Eq. (1.1). Consequently, we need to assume $f(t, 0)=0$ when we do so. This is why in the assumption (A) for Eq. (1.1) we ask the domain $Q \subset \Re^{n}$ to contain the zero vector, because we will state results for the zero solution. Note that the above transformation in (1.3) may change an autonomous differential equation into a nonautonomous differential equation, unless $\phi(t)$ is a constant.

This chapter is organized as follows: In Section 2, we study stabilities for linear differential equations with constant coefficients and show that eigenvalues of the coefficient matrices determine stability properties. In Section 3 , stabilities of linear equations with linear or nonlinear perturbations are studied using the variation of parameters formula and Gronwall's inequality. The results include some planar autonomous nonlinear differential equations studied in Chapter 4 as special cases. Therefore, some unproven results in Chapter 4 can now get a partial proof. In Section 4, linear periodic differential equations are treated. The Floquet theory from Chapter 3 is used to transform linear periodic equations into linear equations with constant coefficients and the results from Section 2 can then be applied. In Section 5, we introduce Liapunov's method for autonomous nonlinear differential equations and prove their stability properties under the assumption that there exist appropriate Liapunov functions. Thus, we can obtain stabilities without explicitly solving differential equations. In Section 6, we provide examples to demonstrate how the Liapunov theory is applied by constructing Liapunov functions in specific applications. Liapunov's method for general (nonautonomous) differential equations will be given in Chapter 9.

## Exercises 5.1

1. Determine the stabilities of $\phi=(0,0)$ for $x^{\prime}(t)=A x(t)$, where
(a) $A=\left[\begin{array}{ll}1 & 3 \\ 3 & 1\end{array}\right]$;
(b) $A=\left[\begin{array}{cc}1 & 3 \\ 0 & -2\end{array}\right]$;
(c) $A=\left[\begin{array}{cc}1 & -3 \\ 1 & 1\end{array}\right]$;
(d) $A=\left[\begin{array}{cc}1 & -3 \\ 0 & 1\end{array}\right]$.
2. Verify directly (using the definition) that if constant $a>0$, then the zero solution of the scalar equation $x^{\prime}=-a x$ is uniformly asymptotically stable. Discuss the case when $a=0$.
3. Discuss the stabilities of the given solutions of the following scalar equations.
(a). $x^{\prime}=0, \phi(t)=2$.
(b). $x^{\prime}=x, \phi(t)=0 ; \phi(t)=e^{t}$.
(c). $x^{\prime}=-x, \phi(t)=0 ; \phi(t)=e^{-t}$.
4. Denote by $x\left(t, t_{0}, x_{0}\right)$ the solutions of some system for which $\phi=0$ is a solution. Let $f(t)$ be a positive function. Show that $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq$ $f\left(t_{0}\right)\left|x_{0}\right|, t \geq t_{0} \geq 0$, implies that $\phi=0$ is stable.
5. Denote by $x\left(t, t_{0}, x_{0}\right)$ the solutions of some system for which $\phi=0$ is a solution. Let $C>0$ be a constant. Show that $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq C\left|x_{0}\right|, t \geq$ $t_{0} \geq 0$, implies that $\phi=0$ is uniformly stable.
6. Denote by $x\left(t, t_{0}, x_{0}\right)$ the solutions of some system for which $\phi=0$ is a solution. Let $f(t, s)$ be a positive function such that for any fixed $t_{0}, f\left(t, t_{0}\right)$ is bounded for $t \geq t_{0}$ and $f\left(t, t_{0}\right) \rightarrow 0$ as $t \rightarrow \infty$. Show that $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq f\left(t, t_{0}\right)\left|x_{0}\right|, t \geq t_{0} \geq 0$, implies that $\phi=0$ is asymptotically stable.
7. Denote by $x\left(t, t_{0}, x_{0}\right)$ the solutions of some system for which $\phi=0$ is a solution. Let $\alpha>0$ and $C>0$ be constants. Show that $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq C\left|x_{0}\right| e^{-\alpha\left(t-t_{0}\right)}, t \geq t_{0} \geq 0$, implies that $\phi=0$ is uniformly asymptotically stable.
8. Rewrite $x^{(n)}=f\left(t, x, x^{\prime}, x^{\prime \prime}, \cdots, x^{(n-1)}\right)$ as a system of first-order differential equations and then define the corresponding stabilities.

### 5.2 Linear Equations with Constant Coefficients

In this section, we study stabilities for the linear differential equation with constant coefficients,

$$
\begin{equation*}
x^{\prime}(t)=A x(t)+f(t), \quad x\left(t_{0}\right)=x_{0}, \quad t \geq t_{0} \geq 0, \quad x \in \Re^{n} \tag{2.1}
\end{equation*}
$$

where $f(t)$ is continuous on $\Re^{+}=[0, \infty)$.

Using the results of Chapter 3, we know that the unique solution of Eq. (2.1) passing through $\left(t_{0}, x_{0}\right)$ is given by the variation of parameters formula

$$
\begin{align*}
x(t) & =e^{\left(t-t_{0}\right) A}\left[x_{0}+\int_{t_{0}}^{t}\left\{e^{\left(s-t_{0}\right) A}\right\}^{-1} f(s) d s\right] \\
& =e^{\left(t-t_{0}\right) A} x_{0}+\int_{t_{0}}^{t} e^{(t-s) A} f(s) d s, \quad t \geq t_{0} \tag{2.2}
\end{align*}
$$

where the fundamental matrix solution of Eq. (2.1) (when $f=0$ ) is given by $U\left(t, t_{0}\right)=e^{\left(t-t_{0}\right) A}$.

We first study the linear homogeneous differential equation

$$
\begin{equation*}
x^{\prime}(t)=A x(t) \tag{2.3}
\end{equation*}
$$

where the unique solution is given by $x(t)=e^{\left(t-t_{0}\right) A} x_{0}$ for the initial data $\left(t_{0}, x_{0}\right)$. Note that now $\phi=0$ is a solution of Eq. (2.3).

Recall from the Jordan canonical form theorem in Chapter 3, there exists a nonsingular constant matrix $P$ (may be complex valued) such that

$$
\begin{equation*}
e^{\left(t-t_{0}\right) A}=P e^{\left(t-t_{0}\right) J} P^{-1}, e^{\left(t-t_{0}\right) J}=\operatorname{diag}\left(e^{\left(t-t_{0}\right) J_{1}}, e^{\left(t-t_{0}\right) J_{2}}, \cdots, e^{\left(t-t_{0}\right) J_{s}}\right) \tag{2.4}
\end{equation*}
$$ with each square matrix $e^{\left(t-t_{0}\right) J_{i}}$ given by

$$
\left(e^{\lambda_{i}\left(t-t_{0}\right)}\right)\left[\begin{array}{ccccccccc}
1 & t-t_{0} & \frac{\left(t-t_{0}\right)^{2}}{2!} & \frac{\left(t-t_{0}\right)^{3}}{3!} & . & . & . & . & \frac{\left(t-t_{0}\right)^{m_{i}-1}}{\left(m_{i}-1\right)!}  \tag{2.5}\\
0 & 1 & t-t_{0} & \frac{\left(t-t_{0}\right)^{2}}{2!} & . & . & . & . & . \\
0 & 0 & 1 & \cdot & . & . & . & . & . \\
. & . & . & \cdot & . & . & . & . & . \\
. & . & \cdot & \cdot & . & . & . & \cdot & \cdot \\
. & . & . & . & . & . & . & \frac{\left(t-t_{0}\right)^{2}}{2!} & \frac{\left(t-t_{0}\right)^{3}}{3!} \\
. & . & . & . & . & . & . & t-t_{0} & \frac{\left(t-t_{0}\right)^{2}}{2!} \\
0 & 0 & 0 & . & . & . & . & 1 & t-t_{0} \\
0 & 0 & 0 & . & . & . & . & 0 & 1
\end{array}\right] .
$$

Now, Eq. (2.3) is autonomous, so based on Theorem 5.1.2, stability is equivalent to uniform stability, and asymptotic stability is equivalent to uniform asymptotic stability. Also, using Theorem 3.3.11 in Chapter 3, we find that eigenvalues can be used to determine stability properties. For example, for the scalar linear differential equation

$$
x^{\prime}(t)=a x(t)
$$

the constant $a$ is the eigenvalue and solutions are given by $x(t)=x(0) e^{a t}$. Then $\phi=0$ of the equation is stable if $a=0$; asymptotically stable if $a<0$; and unstable if $a>0$. Similar results for equations in $\Re^{n}$ are given in the following theorem. We provide some details in its proof in order to assist you understand different types of stabilities and become familiar with the proofs using $\varepsilon-\delta$ format.

Theorem 5.2.1 Let $\lambda$ be a complex number and denote by $R(\lambda)$ the real part of $\lambda$, and let $\phi=0$ be the zero solution of Eq. (2.3).
(A). The following statements are equivalent:
(1). $\phi=0$ is stable or uniformly stable;
(2). For each eigenvalue $\lambda$ of the matrix $A$, either $R(\lambda)<0$, or $R(\lambda)=$ 0 but in this case $\lambda$ appears only in matrices $J_{i}$ (in the Jordan canonical form for $A$ ) such that $J_{i}$ is a $1 \times 1$ matrix;
(3). There is an (independent or generic) constant $C>1$ such that

$$
\begin{equation*}
\left|e^{t A}\right| \leq C, \quad 0 \leq t<\infty \tag{2.6}
\end{equation*}
$$

(B). The following statements are equivalent:
(1). $\phi=0$ is asymptotically stable or uniformly asymptotically stable;
(2). Each eigenvalue of matrix $A$ has a negative real part;
(3). There are (independent or generic) constants $C>1$ and $\alpha>0$ such that

$$
\begin{equation*}
\left|e^{t A}\right| \leq C e^{-\alpha t}, \quad 0 \leq t<\infty \tag{2.7}
\end{equation*}
$$

(C). The following statements are equivalent:
(1). $\phi=0$ is unstable;
(2). There is an eigenvalue $\lambda$ of matrix $A$ with $R(\lambda)=0$ and $\lambda$ appears in a matrix $J_{i}$ that is at least $2 \times 2$;
(3). There is an eigenvalue of matrix $A$ with a positive real part.

Proof. (A): The equivalency between (2) and (3) is from Theorem 3.3.11 in Chapter 3.
$(3) \Rightarrow(1)$ : Suppose that $(3)$ is true, then any solution of Eq. (2.3) satisfies $\left|x\left(t, t_{0}, x_{0}\right)\right|=\left|e^{\left(t-t_{0}\right) A} x_{0}\right| \leq C\left|x_{0}\right|, t \geq t_{0}$. For any $t_{0} \geq 0$ and
any $\varepsilon>0$, we can choose $\delta=\delta\left(\varepsilon, t_{0}\right)=\frac{\varepsilon}{C}$ such that $\left|x_{0}\right| \leq \delta$ implies $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq C\left|x_{0}\right| \leq C \delta=\varepsilon$, proving the stability of $\phi=0$.
$(1) \Rightarrow(3)$ : Suppose that $\phi=0$ is stable, then for $t_{0}=0$ and $\varepsilon=1$, there exists a $\delta=\delta\left(\varepsilon, t_{0}\right)=\delta(1,0)>0,(\delta(1,0)<1$,$) such that \left|x_{0}\right| \leq \delta$ implies $\left|x\left(t, 0, x_{0}\right)\right|=\left|e^{t A} x_{0}\right| \leq \varepsilon=1$ for $t \geq 0$. Now take $x_{0}=\delta e_{i}$, where $e_{i}, 1,2, \cdots, n$, form the standard unit basis for $\Re^{n}$. Then $\left|x_{0}\right|=\left|\delta e_{i}\right|=\delta$ and hence $\left|e^{t A} \delta e_{i}\right| \leq 1$ or $\left|e^{t A} e_{i}\right| \leq \frac{1}{\delta}$. But $e^{t A} e_{i}$ is the $i$ th column of $e^{t A}$, therefore

$$
\left|e^{t A}\right| \leq n\left(\frac{1}{\delta}\right) \stackrel{\text { def }}{=} C, \quad t \geq 0
$$

where $C>1$ is an independent constant.
(B): $(1) \Rightarrow(2)$ : Suppose that $\phi=0$ is asymptotically stable, then for $t_{0}=0$, there exists an $r(0)>0$ such that $\left|x_{0}\right| \leq r(0)$ implies $\lim _{t \rightarrow \infty}\left|x\left(t, 0, x_{0}\right)\right|$ $=\lim _{t \rightarrow \infty}\left|e^{t A} x_{0}\right|=0$. Similar to the proof of part (A), we find that every entry in $e^{t A}$ goes to zero, thus $\lim _{t \rightarrow \infty}\left|e^{t A}\right|=0$. Then from Theorem 3.3.11, we know that (2) is true.
$(2) \Rightarrow(3)$ : Suppose that each eigenvalue of matrix $A$ has a negative real part, then using the structure of $e^{t A}$ given in (2.4) and (2.5), if we let $-2 \alpha$ be the largest negative real part, then $\left|e^{\lambda t}\right| \leq e^{-2 \alpha t}, t \geq 0$, for any eigenvalue $\lambda$ of the matrix $A$. Hence, $\left|e^{t A}\right| \leq P(t) e^{-2 \alpha t}$ for a polynomial $P(t)$ in $t$ of degree less than $n$. Now, l'Hôpital's rule can be applied to verify that $P(t) e^{-\alpha t}$ is bounded for $t \geq 0$. Thus there is an independent constant $C>1$ such that $\left|e^{t A}\right| \leq C e^{-\alpha t}, t \geq 0$.
$(3) \Rightarrow(1)$ : Suppose that $(3)$ is true, then $\left|e^{t A}\right|$ is bounded and hence from part (A) we have just proved, $\phi=0$ is stable. Next, $\left|x\left(t, t_{0}, x_{0}\right)\right|=$ $\left|e^{\left(t-t_{0}\right) A} x_{0}\right| \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x_{0}\right|$. Thus for any $t_{0} \geq 0$, we can choose $r\left(t_{0}\right)=1$ such that $\left|x_{0}\right| \leq r\left(t_{0}\right)$ implies $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq C e^{-\alpha\left(t-t_{0}\right)} \rightarrow 0$ as $t \rightarrow \infty$. This proves the asymptotic stability of $\phi=0$.
(C): See an exercise.

This completes the proof of the theorem.

Therefore, for linear differential equations with constant coefficients, stabilities are completely determined by eigenvalues of the coefficient matrices. Let's look at some examples.

Example 5.2.2 Consider the following matrices

$$
A_{1}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right], \quad A_{2}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], \quad A_{3}=\left[\begin{array}{cc}
-1 & 1 \\
0 & -1
\end{array}\right], \quad A_{4}=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right] .
$$

The matrix $A_{1}$ has a repeated eigenvalue 0 , and the corresponding $J_{0}$ in the Jordan canonical form are two $1 \times 1$ matrices, or $\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right]=\left[\begin{array}{cc}J_{0} & 0 \\ 0 & J_{0}\end{array}\right]$, thus the zero solution of the linear equation with the coefficient matrix $A_{1}$ is uniformly stable. (In fact, the solutions now are constants, hence the zero solution is uniformly stable.) The matrix $A_{2}$ has a repeated eigenvalue 0 , and the corresponding $J_{0}$ in the Jordan canonical form is $A_{2}$ itself, a $2 \times 2$ matrix, thus the zero solution is unstable. (Now, the solutions are $\left\{x(t)=x_{0}+y_{0} t, y(t)=y_{0}\right\}$, hence the zero solution is unstable.) For the matrix $A_{3}$ or $A_{4}$, the zero solution is uniformly asymptotically stable because the eigenvalues are all negative. For example, for the matrix $A_{3}$, the solutions are $\left\{x(t)=x_{0} e^{-t}+y_{0} t e^{-t}, y(t)=y_{0} e^{-t}\right\}$, so that $y(t) \rightarrow 0$ as $t \rightarrow \infty$, and l'Hôpital's rule implies that $x(t) \rightarrow 0$ as $t \rightarrow \infty$. Note that for the matrix $A_{3}$ or $A_{4}$, the origin is a stable node studied in Chapter 4.

Theorem 5.2.1 says that stability properties of Eq. (2.3) can be reduced to the signs of the real parts of eigenvalues of the matrix $A$. To determine these signs, we present an important and commonly used criterion. Its proof can be found in reference books such as Marden [1966].

Theorem 5.2.3 (Routh-Hurwitz criterion) Let $P(\lambda)=\lambda^{n}+a_{1} \lambda^{n-1}+$ $\cdots+a_{n-1} \lambda+a_{n}$ be a polynomial with real coefficients, and define
$D_{1}=a_{1}, \quad D_{2}=\left|\begin{array}{cc}a_{1} & a_{3} \\ 1 & a_{2}\end{array}\right|, D_{k}=\left|\begin{array}{ccccccccc}a_{1} & a_{3} & a_{5} & a_{7} & . & . & . & . & a_{2 k-1} \\ 1 & a_{2} & a_{4} & a_{6} & . & . & . & . & a_{2 k-2} \\ 0 & a_{1} & a_{3} & a_{5} & . & . & . & . & a_{2 k-3} \\ 0 & 1 & a_{2} & a_{4} & . & . & . & . & a_{2 k-4} \\ . & . & . & . & . & . & . & . & . \\ . & . & . & . & . & . & . & . & . \\ . & . & . & . & . & . & . & . \\ . & . & . & . & . & . & . & . \\ 0 & . & . & . & . & . & a_{k+1} \\ . & . & a_{k}\end{array}\right|$,
for $k=3,4, \cdots, n$, where $a_{j}=0$ if $j>n$. If $D_{k}>0$ for $k=1,2, \cdots, n$, then each solution of $P(\lambda)=0$ has a negative real part.

The following matrices demonstrate how the Routh-Hurwitz criterion is applied.

Example 5.2.4 Consider

$$
A=\left[\begin{array}{ccc}
-2 & 0 & 0  \tag{2.8}\\
0 & -1 & 1 \\
0 & 0 & -1
\end{array}\right], \quad \lambda E-A=\left[\begin{array}{ccc}
\lambda+2 & 0 & 0 \\
0 & \lambda+1 & -1 \\
0 & 0 & \lambda+1
\end{array}\right]
$$

The eigenvalues for matrix $A$ are $-2,-1,-1$, which are negative. To check it out with the Routh-Hurwitz criterion, we look at

$$
\operatorname{det}(\lambda E-A)=\lambda^{3}+4 \lambda^{2}+5 \lambda+2
$$

(since the coefficient of $\lambda^{n}$ in $P(\lambda)$ is 1 , we use $\operatorname{det}(\lambda E-A)$ instead of $\operatorname{det}(A-\lambda E))$. Hence, $D_{1}=a_{1}=4$,
$D_{2}=\left|\begin{array}{cc}a_{1} & a_{3} \\ 1 & a_{2}\end{array}\right|=\left|\begin{array}{cc}4 & 2 \\ 1 & 5\end{array}\right|=18, \quad D_{3}=\left|\begin{array}{ccc}a_{1} & a_{3} & a_{5} \\ 1 & a_{2} & a_{4} \\ 0 & a_{1} & a_{3}\end{array}\right|=\left|\begin{array}{ccc}4 & 2 & 0 \\ 1 & 5 & 0 \\ 0 & 4 & 2\end{array}\right|=36$,
thus, we have $D_{i}>0, i=1,2,3$; therefore, the Routh-Hurwitz criterion applies.

Example 5.2.5 Consider

$$
A=\left[\begin{array}{ccc}
2 & 0 & 0  \tag{2.9}\\
0 & -1 & 1 \\
0 & 0 & -1
\end{array}\right], \quad \lambda E-A=\left[\begin{array}{ccc}
\lambda-2 & 0 & 0 \\
0 & \lambda+1 & -1 \\
0 & 0 & \lambda+1
\end{array}\right]
$$

Now, $\operatorname{det}(\lambda E-A)=\lambda^{3}-3 \lambda-2$, then $D_{1}=a_{1}=0$, thus the Routh-Hurwitz criterion does not apply. In fact, 2 is a positive eigenvalue.

For the linear nonhomogeneous differential equation (2.1) with $f \neq 0$, the zero is not a solution of Eq. (2.1). Now we look at stabilities of nonzero solutions of Eq. (2.1), which can be reduced to those of the zero solution of Eq. (2.3) because of the affine structure of Eq. (2.1). In other words, the solution set of Eq. (2.1) is some particular solution of Eq. (2.1) plus any solution of Eq. (2.3), or equivalently, the difference of any two solutions of Eq. (2.1) is a solution of Eq. (2.3).

Theorem 5.2.6 Assume that $f(t)$ is continuous on $\Re^{+}$. The zero solution of Eq. (2.3) is stable if and only if every solution of Eq. (2.1) is stable. The same statement is true for uniform stability, asymptotic stability, and uniform asymptotic stability.

Proof. First, assume that the zero solution of Eq. (2.3) is stable. Let $\phi\left(t, t_{\phi}\right)$ be a solution of Eq. (2.1) on $\left[t_{\phi}, \infty\right), t_{\phi} \geq 0$, and let $x\left(t, t_{0}, x_{0}\right)$ be another solution of Eq. (2.1) on $\left[t_{0}, \infty\right), t_{0} \geq t_{\phi}$. Then on $\left[t_{0}, \infty\right)$, $y(t)=x(t)-\phi(t)$ is a solution of Eq. (2.3). As the zero solution of Eq. (2.3) is stable, for any $t_{0} \geq t_{\phi}$ and any $\varepsilon>0$, there exists a $\delta=\delta\left(\varepsilon, t_{0}\right)>0$, such that $\left|y\left(t_{0}\right)\right|=\left|x_{0}-\phi\left(t_{0}\right)\right| \leq \delta\left(\varepsilon, t_{0}\right)$ implies $|y(t)|=\left|x\left(t, t_{0}, x_{0}\right)-\phi(t)\right| \leq \varepsilon$ for $t \geq t_{0}$, proving that $\phi\left(t, t_{\phi}\right)$ is stable for Eq. (2.1).

Next, assume that every solution of Eq. (2.1) is stable, and let $\phi(t)$ be a stable solution of Eq. (2.1) on $[0, \infty)$. If $y\left(t, t_{0}\right)$ is a solution of Eq. (2.3) on $\left[t_{0}, \infty\right)$, then $x(t)=y(t)+\phi(t)$ is a solution of Eq. (2.1) on $\left[t_{0}, \infty\right)$, and $y(t)=x(t)-\phi(t)$. Similar to the above, the description concerning the stability of the solution $\phi(t)$ of Eq. (2.1) gives exactly the description concerning the stability of the zero solution of Eq. (2.3). Other cases can also be treated this way.

## Exercises 5.2

1. Prove Part (C) of Theorem 5.2.1.
2. Assume that all eigenvalues of the matrices $A$ and $B$ have negative real parts. Show that the integral $\int_{0}^{\infty} e^{t A} C e^{t B} d t$ exists, and is a solution of the matrix equation $A X+X B=-C$.
3. Use the Routh-Hurwitz criterion to determine the asymptotic stability of the zero solution for $X^{\prime}=\left[\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6 \\ 7 & 8 & 9\end{array}\right] X$.
4. Rewrite the following equations as systems and then use the RouthHurwitz criterion to determine the asymptotic stability of the zero solution.
(a) $x^{\prime \prime}+3 x^{\prime}+4 x=0$.
(b) $x^{\prime \prime}-3 x^{\prime}-4 x=0$.
(c) $x^{(3)}+3 x^{\prime \prime}+4 x=0$.
(d) $x^{(4)}+5 x^{\prime \prime}-2 x=0$.
5. Verify that the solution $\phi=0$ of $X^{\prime}=\left[\begin{array}{cc}-2 & e^{4 t} \\ 0 & -2\end{array}\right] X$ is unstable.

Note that for any $t \in \Re$, the eigenvalues of the coefficient matrix are -2 , which indicates that Theorem 5.2.1 does not apply when $A(t)$ is not a constant matrix.
6. Complete the proof of Theorem 5.2.6.

### 5.3 Perturbations on Linear Equations

In this section, we use the variation of parameters formula and Gronwall's inequality to derive stability properties for some perturbations on linear differential equations. The idea is to use Gronwall's inequality to estimate solutions of the perturbed equations and then show, under certain conditions, that small perturbations will not change the stability properties of the original linear differential equations.

Theorem 5.3.1 If the zero solution of Eq. (2.3) is stable, and if the $n \times n$ continuous matrix function $B(t)$ satisfies $\int_{0}^{\infty}|B(t)| d t<\infty$, then the zero solution of

$$
\begin{equation*}
x^{\prime}(t)=A x(t)+B(t) x(t)=[A+B(t)] x(t) \tag{3.1}
\end{equation*}
$$

is uniformly stable.
Proof. First, since $B(t)$ is continuous, the existence and uniqueness for Eq. (3.1) is guaranteed. Let $x(t)$ be a solution of Eq. (3.1) and treat $B(t) x(t)$ as $f(t)$ in Eq. (2.1), then $x(t)$ is given by the variation of parameters formula

$$
\begin{equation*}
x(t)=e^{\left(t-t_{0}\right) A} x\left(t_{0}\right)+\int_{t_{0}}^{t} e^{(t-s) A} B(s) x(s) d s, \quad t \geq t_{0} \geq 0 \tag{3.2}
\end{equation*}
$$

From Theorem 5.2.1, the uniform stability of the zero solution of Eq. (2.3) implies that there is an (independent) constant $C>1$ such that $\left|e^{\left(t-t_{0}\right) A}\right| \leq C, 0 \leq t_{0} \leq t<\infty$. Therefore, we have

$$
\begin{equation*}
|x(t)| \leq C\left|x\left(t_{0}\right)\right|+\int_{t_{0}}^{t} C|B(s) \| x(s)| d s, \quad t \geq t_{0} \geq 0 \tag{3.3}
\end{equation*}
$$

Now, Gronwall's inequality implies that

$$
\begin{align*}
|x(t)| & \leq C\left|x\left(t_{0}\right)\right| \exp \left(\int_{t_{0}}^{t} C|B(s)| d s\right) \leq\left\{C \exp \left(\int_{0}^{\infty} C|B(s)| d s\right)\right\}\left|x\left(t_{0}\right)\right| \\
& \stackrel{\text { def }}{=} C_{1}\left|x\left(t_{0}\right)\right|, \quad t \geq t_{0} \geq 0 \tag{3.4}
\end{align*}
$$

where $C_{1}$ is an independent constant. This implies the uniform stability of the zero solution for Eq. (3.1) because the proof of Theorem 5.2.1(A) can be used.

Theorem 5.3.1.a If the zero solution of Eq. (2.3) is stable, and if the continuous function $f(t, x)$ satisfies a weak Lipschitz condition with respect to $x$ and $f(t, 0)=0$, which implies $|f(t, x)| \leq k(t)|x|$, where $k(t)$ is from the weak Lipschitz condition. If $\int_{0}^{\infty} k(t) d t<\infty$, then the zero solution of

$$
\begin{equation*}
x^{\prime}(t)=A x(t)+f(t, x(t)) \tag{3.5}
\end{equation*}
$$

is uniformly stable.
When the zero solution of Eq. (2.3) is asymptotically stable, the condition on $B(t)$ can be relaxed.

Theorem 5.3.2 If the zero solution of Eq. (2.3) is asymptotically stable, and if the $n \times n$ continuous matrix function $B(t)$ satisfies

$$
\begin{equation*}
\int_{t_{0}}^{t}|B(s)| d s \leq m\left(t-t_{0}\right)+r, \quad t \geq t_{0} \geq 0 \tag{3.6}
\end{equation*}
$$

for some positive constants $m$ and $r$, then there is an $m_{0}>0$ such that if $m \leq m_{0}$, then the zero solution of Eq. (3.1) is uniformly asymptotically stable.

Proof. Similar to the beginning part in the proof of Theorem 5.3.1, any solution of Eq. (3.1) is given by

$$
\begin{equation*}
x(t)=e^{\left(t-t_{0}\right) A} x\left(t_{0}\right)+\int_{t_{0}}^{t} e^{(t-s) A} B(s) x(s) d s, \quad t \geq t_{0} \geq 0 \tag{3.7}
\end{equation*}
$$

From Theorem 5.2.1, the asymptotic stability of the zero solution of Eq. (2.3) implies that there are (independent) constants $C>1$ and $\alpha>0$ such that $\left|e^{\left(t-t_{0}\right) A}\right| \leq C e^{-\alpha\left(t-t_{0}\right)}$. Therefore, we have

$$
\begin{equation*}
|x(t)| \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x\left(t_{0}\right)\right|+\int_{t_{0}}^{t} C e^{-\alpha(t-s)}|B(s)||x(s)| d s, \quad t \geq t_{0} \geq 0 \tag{3.8}
\end{equation*}
$$

or

$$
\begin{equation*}
|x(t)| e^{\alpha t} \leq C e^{\alpha t_{0}}\left|x\left(t_{0}\right)\right|+\int_{t_{0}}^{t} C e^{\alpha s}|B(s) \| x(s)| d s, \quad t \geq t_{0} \geq 0 \tag{3.9}
\end{equation*}
$$

Define $u(t)=|x(t)| e^{\alpha t}$, then $u(t)$ satisfies

$$
\begin{equation*}
u(t) \leq C u\left(t_{0}\right)+\int_{t_{0}}^{t} C|B(s)| u(s) d s, \quad t \geq t_{0} \geq 0 \tag{3.10}
\end{equation*}
$$

hence Gronwall's inequality implies that

$$
\begin{align*}
u(t) & \leq C u\left(t_{0}\right) \exp \left(\int_{t_{0}}^{t} C|B(s)| d s\right) \leq C u\left(t_{0}\right) \exp \left(C\left[m\left(t-t_{0}\right)+r\right]\right) \\
& =C u\left(t_{0}\right) e^{C r} \exp \left[C m\left(t-t_{0}\right)\right] . \tag{3.11}
\end{align*}
$$

This means

$$
\begin{equation*}
|x(t)| \leq C e^{C r}\left|x\left(t_{0}\right)\right| \exp \left[-(\alpha-C m)\left(t-t_{0}\right)\right] \tag{3.12}
\end{equation*}
$$

If we let $m_{0}=\frac{\alpha}{2 C}$, then $m \leq m_{0}$ implies that

$$
\begin{equation*}
|x(t)| \leq C e^{C r}\left|x\left(t_{0}\right)\right| \exp \left[-\frac{1}{2} \alpha\left(t-t_{0}\right)\right] . \tag{3.13}
\end{equation*}
$$

This guarantees the uniform asymptotic stability of the zero solution for Eq. (3.1) because the proof of Theorem 5.2.1(B) can be used.

Theorem 5.3.2.a If the zero solution of Eq. (2.3) is asymptotically stable, and if the continuous function $f(t, x)$ satisfies a weak Lipschitz condition with respect to $x$ and $f(t, 0)=0$, which implies $|f(t, x)| \leq k(t)|x|$, where $k(t)$ is from the weak Lipschitz condition. If

$$
\begin{equation*}
\int_{t_{0}}^{t} k(s) d s \leq m\left(t-t_{0}\right)+r, \quad t \geq t_{0} \geq 0 \tag{3.14}
\end{equation*}
$$

for some positive constants $m$ and $r$, then there is an $m_{0}>0$ such that if $m \leq m_{0}$, then the zero solution of Eq. (3.5) is uniformly asymptotically stable.

The following result concerning uniform asymptotic stability with nonlinear perturbations can be used to explain certain results of Theorem 4.3.1 in Chapter 4.

Theorem 5.3.3 If the zero solution of Eq. (2.3) is asymptotically stable, and if the continuous function $f(t, x)$ satisfies a Lipschitz condition (or weak or local Lipschitz) with respect to $x$ on $D$, and

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{|f(t, x)|}{|x|}=0, \quad \text { uniformly for } t \in[0, \infty) \tag{3.15}
\end{equation*}
$$

then the zero solution of

$$
\begin{equation*}
x^{\prime}(t)=A x(t)+f(t, x(t)) \tag{3.16}
\end{equation*}
$$

is uniformly asymptotically stable.
Proof. Now, the conditions guarantee the existence and uniqueness for Eq. (3.16), and they also imply that the zero is a solution of Eq. (3.16). By the variation of parameters formula, any solution of Eq. (3.16) is given by

$$
\begin{equation*}
x(t)=e^{\left(t-t_{0}\right) A} x\left(t_{0}\right)+\int_{t_{0}}^{t} e^{(t-s) A} f(s, x(s)) d s, \quad t \geq t_{0} \geq 0 \tag{3.17}
\end{equation*}
$$

From Theorem 5.2.1, the asymptotic stability of the zero solution of Eq. (2.3) implies that there are (independent) constants $C>1$ and $\alpha>0$ such that $\left|e^{\left(t-t_{0}\right) A}\right| \leq C e^{-\alpha\left(t-t_{0}\right)}$. From (3.15), for any $\eta$ with $0<\eta<\frac{\alpha}{C}$, there is a $\Delta=\Delta(\eta)>0$ such that if $|x| \leq \Delta$, then $|f(t, x)| \leq \eta|x|$ uniformly for $t \geq 0$.

We first verify that if $\left|x\left(t_{0}\right)\right| \leq \frac{\Delta}{C}$, then $|x(t)|<\Delta$ for $t \geq t_{0}$. If this is not true, then as $C>1$ and $\left|x\left(t_{0}\right)\right| \leq \frac{\Delta}{C}<\Delta$, there is a $t_{1}>t_{0}$ such that $|x(t)|<\Delta$ for $t \in\left[t_{0}, t_{1}\right)$ and $\left|x\left(t_{1}\right)\right|=\Delta$. Then $|f(t, x(t))| \leq \eta|x(t)|$ for $t \in\left[t_{0}, t_{1}\right]$. Thus, for $t \in\left[t_{0}, t_{1}\right]$, we have, from (3.17),

$$
\begin{align*}
|x(t)| & \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x\left(t_{0}\right)\right|+\int_{t_{0}}^{t} C e^{-\alpha(t-s)}|f(s, x(s))| d s \\
& \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x\left(t_{0}\right)\right|+\int_{t_{0}}^{t} C e^{-\alpha(t-s)} \eta|x(s)| d s \tag{3.18}
\end{align*}
$$

The following is similar to the final part in the proof of Theorem 5.3.2,

$$
\begin{equation*}
|x(t)| \leq C\left|x\left(t_{0}\right)\right| \exp \left[-(\alpha-C \eta)\left(t-t_{0}\right)\right], \quad t \in\left[t_{0}, t_{1}\right] \tag{3.19}
\end{equation*}
$$

However,

$$
\begin{align*}
\left|x\left(t_{1}\right)\right| & \leq C\left|x\left(t_{0}\right)\right| \exp \left[-(\alpha-C \eta)\left(t_{1}-t_{0}\right)\right] \\
& \leq \Delta \exp \left[-(\alpha-C \eta)\left(t_{1}-t_{0}\right)\right]<\Delta \tag{3.20}
\end{align*}
$$

contradicting $\left|x\left(t_{1}\right)\right|=\Delta$. Thus $\left|x\left(t_{0}\right)\right| \leq \frac{\Delta}{C}$ implies $|x(t)|<\Delta$ for $t \geq t_{0}$. Consequently, if $\left|x\left(t_{0}\right)\right| \leq \frac{\Delta}{C}$, then for $t \geq t_{0}$, one has $|f(t, x(t))| \leq \eta|x(t)|$. Now, similar to (3.18) and (3.19), we have, for $t \geq t_{0} \geq 0$,

$$
\begin{equation*}
|x(t)| \leq C\left|x\left(t_{0}\right)\right| \exp \left[-(\alpha-C \eta)\left(t-t_{0}\right)\right], \quad \text { if } \quad\left|x\left(t_{0}\right)\right| \leq \frac{\Delta}{C} \tag{3.21}
\end{equation*}
$$

To prove the uniform asymptotic stability of the zero solution for Eq. (3.16), note that $\Delta$ and $C$ are independent constants, thus for any $\varepsilon>0$, we can choose $\delta=\min \left\{\frac{\varepsilon}{C}, \frac{\Delta}{C}\right\}=\delta(\varepsilon)$ such that $\left|x_{0}\right|=\left|x\left(t_{0}\right)\right| \leq \delta$ and $t \geq t_{0}$ imply

$$
|x(t)| \leq C\left|x\left(t_{0}\right)\right| \exp \left[-(\alpha-C \eta)\left(t-t_{0}\right)\right] \leq C\left|x\left(t_{0}\right)\right| \leq C \delta \leq \varepsilon
$$

proving the uniform stability of the zero solution.
Next, to prove the uniform asymptotic stability of the zero solution, let $r=\frac{\Delta}{C}$. (This is needed for (3.21) to be valid; otherwise, the rest of the proof is not required because the proof of Theorem 5.2 .1 (B) can be used.) Now, for any $0<\varepsilon<\Delta$, solve $T=T(\varepsilon)>0$ from $\Delta \exp [-(\alpha-C \eta) T]=\varepsilon$; then from (3.21), we find that $\left\{\left|x_{0}\right| \leq r, t_{0} \geq 0, t \geq t_{0}+T\right\}$ imply

$$
\begin{aligned}
\left|x\left(t, t_{0}, x_{0}\right)\right| & \leq C\left|x\left(t_{0}\right)\right| \exp \left[-(\alpha-C \eta)\left(t-t_{0}\right)\right] \\
& \leq C r \exp [-(\alpha-C \eta) T]=\Delta \exp [-(\alpha-C \eta) T]=\varepsilon
\end{aligned}
$$

proving the uniform asymptotic stability of the zero solution for Eq. (3.16).

Theorem 5.3.3.a In Theorem 5.3.3, the condition (3.15) can be relaxed to $|f(t, x)| \leq \eta|x|$ with $0<\eta<\frac{\alpha}{C}$, where $\alpha$ and $C$ are from Theorem 5.2.1.

Remark 5.3.4 Note that from Chapter 2, $|x|=\sum_{i=1}^{n}\left|x_{i}\right|$ is equivalent to $r(x)=\sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}$. Therefore, when $f$ is autonomous, the condition (3.4) in the Hypothesis (H) in Section 3 of Chapter 4 (concerning perturbations given by $\varepsilon_{i}\left(x_{1}, x_{2}\right)$ on linear equations in $\left.\Re^{2}\right)$ is equivalent to the condition (3.15). Therefore, Theorem 5.3.3 explains why Theorem 4.3.1 in Chapter 4 is true, for example, why stable spiral points and stable nodes for linear differential equations in $\Re^{2}$ are preserved under small perturbations.

In the next example, we will analyze an equation with details and find the parameters such as $\varepsilon, \delta, r$, and $T$ in the definitions of stabilities.

Example 5.3.5 Consider the scalar differential equation

$$
x^{\prime}(t)=-x+x^{2}
$$

where $f(t, x)=x^{2}$ satisfies the condition (3.15), thus Theorem 5.3.3 can be applied to obtain the uniform asymptotic stability of the zero solution. To see more details, let's verify this result directly. Note that now $x=0$ and $x=1$ are constant solutions. For other solutions, since the equation is autonomous, we only need to consider the solutions starting at 0 . They are given by

$$
\left|1-\frac{1}{x(t)}\right|=e^{t+c}, \quad t \geq 0
$$

for some constant $c$. Now, for $t \geq 0$, either $x(t)>1$, or $0<x(t)<1$, or $x(t)<0$. Analyzing the three cases, we obtain

$$
\begin{equation*}
x\left(t, 0, x_{0}\right)=\left[1+\frac{1-x_{0}}{x_{0}} e^{t}\right]^{-1}, t \geq 0, \quad\left(x_{0} \neq 0, x_{0} \neq 1\right) \tag{3.22}
\end{equation*}
$$

If $x_{0}>1$, then $x(t)$ exists on a finite interval $\left[0, \ln \frac{x_{0}}{x_{0}-1}\right)$, and $x(t) \rightarrow \infty$ as $t \nearrow \ln \frac{x_{0}}{x_{0}-1}$. If $0<x_{0}<1$, then $x(t)$ exists on $[0, \infty)$ and $x(t) \searrow 0$ as $t \rightarrow \infty$. Finally, if $x_{0}<0$, then $x\left(t, 0, x_{0}\right)$ exists on $[0, \infty)$ and $x(t) \nearrow 0$ as $t \rightarrow \infty$. See Figure 5.7.


Figure 5.7: Solutions of $x^{\prime}(t)=-x+x^{2}$

Next, let's find the parameters such as $\delta(\varepsilon), r$, and $T(\varepsilon)$ in the definition of uniform asymptotic stability. From Figure 5.7, we see that the solutions are monotone, thus for $0<\varepsilon<1$, we can choose $\delta(\varepsilon)=\varepsilon$ to get the uniform stability of the zero solution. For the $r$ in the uniform asymptotic stability
of the zero solution, we take it to be a constant in $\left(\frac{1}{2}, 1\right)$. Then for $0<\varepsilon<1$, we need to find $T=T(\varepsilon)>0$ such that $\left\{\left|x_{0}\right| \leq r, t \geq T\right\}$ imply

$$
\begin{equation*}
\left|x\left(t, 0, x_{0}\right)\right|=\left|\left[1+\frac{1-x_{0}}{x_{0}} e^{t}\right]^{-1}\right| \leq \varepsilon, \quad t \geq T \tag{3.23}
\end{equation*}
$$

This can be done as follows: For $0<x_{0} \leq r<1$, (3.23) is true if

$$
\begin{equation*}
\left(\frac{1}{\varepsilon}-1\right) \frac{x_{0}}{1-x_{0}} \leq e^{t}, \quad t \geq T \tag{3.24}
\end{equation*}
$$

Now, since $0<x_{0} \leq r<1$, we have

$$
\begin{equation*}
\left(\frac{1}{\varepsilon}-1\right) \frac{x_{0}}{1-x_{0}} \leq\left(\frac{1}{\varepsilon}+1\right) \frac{r}{1-r} \tag{3.25}
\end{equation*}
$$

where $\frac{r}{1-r}>1$ since $r \in\left(\frac{1}{2}, 1\right)$. Thus, we can choose $T=T(\varepsilon)>0$ from $\left(\frac{1}{\varepsilon}+1\right) \frac{r}{1-r}=e^{T}$, that is, we can define

$$
\begin{equation*}
T \stackrel{\text { def }}{=} \ln \left\{\left(\frac{1}{\varepsilon}+1\right) \frac{r}{1-r}\right\}=T(\varepsilon)>0 \tag{3.26}
\end{equation*}
$$

to guarantee (3.24). Hence (3.23) is true if $0<x_{0} \leq r<1$. When $-r \leq$ $x_{0}<0$, the same can be done, and we leave it as an exercise. Therefore, we have found the parameters $\delta(\varepsilon), r$, and $T(\varepsilon)$ for the zero solution to be uniformly asymptotically stable.

Remark 5.3.6 From the analysis of Example 5.3.5, we find that the stability of the zero solution is a local property about the origin. That is, we only look at the solutions with small initial values. The solutions with "large" initial values could behave differently. For example, the solutions in Example 5.3.5 with $x_{0}>1$ actually blow up (approaching $\infty$ ) at finite times.

## Exercises 5.3

1. Consider $x^{\prime}(t)=A x(t)+f(t)$ where all eigenvalues of $A$ have negative real parts, $f$ is continuous, and $f(t) \rightarrow 0$ as $t \rightarrow \infty$. Show that for any solution $x(t), x(t) \rightarrow 0$ as $t \rightarrow \infty$.
2. Consider $x^{\prime}(t)=A x(t)+B(t) x(t)$ where all eigenvalues of $A$ have negative real parts, $B$ is continuous and $B(t) \rightarrow 0$ as $t \rightarrow \infty$. Show that the zero solution is asymptotically stable.
3. Assume that all eigenvalues of $A$ have negative real parts. Prove that there exists a constant $\eta>0$ such that if $f(t, x)$ is continuous and satisfies a Lipschitz condition and $|f(t, x)| \leq \eta|x|$ for all $(t, x)$, then the zero is a solution of $x^{\prime}(t)=A x(t)+f(t, x(t))$ and is uniformly asymptotically stable.
4. Prove Theorem 5.3.1.a.
5. Prove Theorem 5.3.2.a.
6. Prove Theorem 5.3.3.a.
7. Verify (3.22).
8. Verify that solutions of $x^{\prime}(t)=-x+x^{2}$ in Example 5.3 .5 are given in Figure 5.7.
9. Verify for $0<x_{0} \leq r<1$ that (3.23) is true if (3.24) is true.
10. Verify (3.25).
11. Complete Example 5.3 .5 by finding $T=T(\varepsilon)>0$ when $-r \leq x_{0}<0$.

### 5.4 Linear Equations with Periodic Coefficients

In this section, we study stabilities of the linear periodic differential equation

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+f(t), \quad x\left(t_{0}\right)=x_{0}, \quad t \geq t_{0} \geq 0, \quad x \in \Re^{n}, \tag{4.1}
\end{equation*}
$$

where $A(t), f(t)$ are continuous on $\Re^{+}=[0, \infty)$, and

$$
A(t+T)=A(t), \quad t \in \Re^{+}
$$

for some constant $T>0$.
First, we study the linear periodic homogeneous differential equation

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t) . \tag{4.2}
\end{equation*}
$$

From the Floquet theory in Chapter 3, we know that there exists a constant matrix $C$ and a nonsingular continuous $T$-periodic matrix function $P(t)$ such that $x(t)=P(t) y(t)$ transforms Eq. (4.2) into

$$
\begin{equation*}
y^{\prime}(t)=C y(t) . \tag{4.3}
\end{equation*}
$$

Since $P(t)$ is periodic and continuous, it is bounded. Thus the transformation $x(t)=P(t) y(t)$ reduces the stability properties of Eq. (4.2) to those of Eq. (4.3), for which the results from Section 5.2 can be applied. Therefore we have the following result based on Theorems 5.1.2 and 5.2.1. The proof is left as an exercise.

Theorem 5.4.1 Let $\lambda$ be a complex number and denote by $R(\lambda)$ the real part of $\lambda$. Let $\phi=0$ be the zero solution of Eq. (4.2) where $A(t)$ is $T$ periodic and let $\psi=0$ be the zero solution of Eq. (4.3) where $C$ is from the Floquet theory.
(A). The following statements are equivalent:
(1). $\phi=0$ of Eq. (4.2) is stable or uniformly stable;
(1a). $\psi=0$ of Eq. (4.3) is stable or uniformly stable;
(2). For each characteristic exponent $\lambda$ (eigenvalue of matrix $C$ ), either $R(\lambda)<0$, or $R(\lambda)=0$ but in this case $\lambda$ appears only in matrices $J_{i}$ (Jordan canonical form for $C$ ) such that $J_{i}$ is a $1 \times 1$ matrix;
(2a). For each characteristic multiplier $\eta$ (eigenvalue of matrix $e^{T C}$ ), either $|\eta|<1$, or $|\eta|=1$ but in this case $\eta$ appears only in matrices $J_{i}$ (Jordan canonical form for $e^{T C}$ ) such that $J_{i}$ is a $1 \times 1$ matrix;
(3). There is an (independent or generic) constant $M>1$ such that

$$
\begin{equation*}
\left|e^{t C}\right| \leq M, \quad 0 \leq t<\infty \tag{4.4}
\end{equation*}
$$

(B). The following statements are equivalent:
(1). $\phi=0$ of Eq. (4.2) is asymptotically stable or uniformly asymptotically stable;
(1a). $\psi=0$ of Eq. (4.3) is asymptotically stable or uniformly asymptotically stable;
(2). Each characteristic exponent (eigenvalue of matrix C) has a negative real part;
(2a). Each characteristic multiplier $\eta$ (eigenvalue of matrix $e^{T C}$ ) satisfies $|\eta|<1$;
(3). There are (independent or generic) constants $M>1$ and $\alpha>0$ such that

$$
\begin{equation*}
\left|e^{t C}\right| \leq M e^{-\alpha t}, \quad 0 \leq t<\infty \tag{4.5}
\end{equation*}
$$

(C). The following statements are equivalent:
(1). $\phi=0$ of Eq. (4.2) is unstable;
(1a). $\psi=0$ of Eq. (4.3) is unstable;
(2). There is a characteristic exponent $\lambda$ (eigenvalue of matrix $C$ ) with $R(\lambda)=0$ and $\lambda$ appears in a matrix $J_{i}$ that is at least $2 \times 2 ;$
(2a). There is a characteristic multiplier $\eta$ (eigenvalue of matrix $e^{T C}$ ) with $|\eta|=1$ and $\eta$ appears in a matrix $J_{i}$ that is at least $2 \times 2$;
(3). There is a characteristic exponent with a positive real part;
(3a). There is a characteristic multiplier $\eta$ with $|\eta|>1$.
Next, based on Theorem 5.1.2 and the results in the previous section concerning perturbations on linear differential equations, we obtain the following similar results for perturbations on linear periodic differential equations. The proofs are left as exercises.

Theorem 5.4.2 Assume that $A(t)$ is continuous and periodic on $\Re^{+}$. If the zero solution of Eq. (4.2) is stable, and if the $n \times n$ continuous matrix function $B(t)$ satisfies $\int_{0}^{\infty}|B(t)| d t<\infty$, then the zero solution of

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+B(t) x(t)=[A(t)+B(t)] x(t) \tag{4.6}
\end{equation*}
$$

is uniformly stable.
Theorem 5.4.3 Assume that $A(t)$ is continuous and periodic on $\Re^{+}$. If the zero solution of Eq. (4.2) is asymptotically stable, and if the $n \times n$ continuous matrix function $B(t)$ satisfies

$$
\int_{t_{0}}^{t}|B(s)| d s \leq m\left(t-t_{0}\right)+r, \quad t \geq t_{0} \geq 0
$$

for some positive constants $m$ and $r$, then there is an $m_{0}>0$ such that if $m \leq m_{0}$, then the zero solution of Eq. (4.6) is uniformly asymptotically stable.

Again, a result concerning nonlinear perturbations is also possible under some conditions.

Theorem 5.4.4 Assume that $A(t)$ is continuous and periodic on $\Re^{+}$. If the zero solution of Eq. (4.2) is asymptotically stable, and if the continuous function $f(t, x)$ satisfies a Lipschitz condition (or weak or local Lipschitz) with respect to $x$ on $D$, and

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{|f(t, x)|}{|x|}=0, \quad \text { uniformly for } t \in[0, \infty) \tag{4.7}
\end{equation*}
$$

then the zero solution of

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+f(t, x(t)) \tag{4.8}
\end{equation*}
$$

is uniformly asymptotically stable.
Next, we apply these results to Hill's equation introduced in Section 4 of Chapter 3.

Example 5.4.5 (Hill's equation) Let $\phi(t)$ be real, continuous, and periodic, and consider the scalar linear periodic differential equation, called Hill's equation,

$$
\begin{equation*}
y^{\prime \prime}(t)+\phi(t) y(t)=0, \quad \phi(t+T)=\phi(t), \quad t \in \Re \tag{4.9}
\end{equation*}
$$

Following Chapter 3, we define $x=\left[y, y^{\prime}\right]^{T}$, then Eq. (4.9) becomes $x^{\prime}(t)=$ $A(t) x(t)$, where

$$
A(t)=\left[\begin{array}{cc}
0 & 1  \tag{4.10}\\
-\phi(t) & 0
\end{array}\right]
$$

Let $U(t, 0)$ be the fundamental matrix solution, then $U(T, 0)=e^{T C}$, where $C$ is from the Floquet theory. And we know from Chapter 3 that

$$
\begin{equation*}
\eta_{1} \eta_{2}=\operatorname{det} e^{T C}=\exp \left(\int_{0}^{T} \operatorname{tr} A(s) d s\right)=1 \tag{4.11}
\end{equation*}
$$

where $\eta_{1}$ and $\eta_{2}$ are the two characteristic multipliers of $A(t)$ (eigenvalues of matrix $e^{T C}$ ). Hence

$$
\begin{align*}
\operatorname{det}\left[e^{T C}-\eta E\right] & =\left(\eta-\eta_{1}\right)\left(\eta-\eta_{2}\right)=\eta^{2}-\left(\operatorname{tr}\left[e^{T C}\right]\right) \eta+1 \\
& =\eta^{2}-(\operatorname{tr}[U(T, 0)]) \eta+1 \tag{4.12}
\end{align*}
$$

Due to (4.11), we cannot have $\left|\eta_{1}\right|<1$ and $\left|\eta_{2}\right|<1$, thus the conditions in Theorem 5.4.1(B) are not satisfied. Therefore, the zero solution of Hill's equation (4.9) is not asymptotically stable.

To determine other stability properties, let $\eta_{1}=e^{\lambda_{1}}$ and $\eta_{2}=e^{\lambda_{2}}$, where $\lambda_{1}$ and $\lambda_{2}$ are the eigenvalues of the matrix $C$ (see spectral mapping theorem 3.3.14 in Chapter 3). From (4.11), we must have

$$
\begin{equation*}
\lambda_{1}=a+b i, \quad \lambda_{2}=-a+b_{1} i, \quad a, b, b_{1} \in \Re \tag{4.13}
\end{equation*}
$$

where $b \in[0,2 \pi]$ and $b+b_{1}=2 \pi k$ for some integer $k$.
If $a \neq 0$, then the real part of $\lambda_{1}$ or $\lambda_{2}$ is positive. Thus from Theorem 5.4.1(C), the zero solution of Hill's equation (4.9) is unstable.

If $a=0$ and $b \neq 0, b \neq \pi, b \neq 2 \pi$, then $\eta_{1}=e^{b i}$ is a complex number. From (4.12), which is a polynomial in $\eta$ with real coefficients, $\eta_{2}$ must be the complex conjugate of $\eta_{1}=e^{b i}$, that is, $\eta_{2}=e^{-b i}$ and $\eta_{2} \neq \eta_{1}$. Thus the Jordan canonical form for $e^{T C}$ is

$$
\left[\begin{array}{cc}
\eta_{1} & 0 \\
0 & \eta_{2}
\end{array}\right]=\left[\begin{array}{cc}
e^{b i} & 0 \\
0 & e^{-b i}
\end{array}\right]=\left[\begin{array}{cc}
J_{1} & 0 \\
0 & J_{2}
\end{array}\right]
$$

where $J_{1}$ and $J_{2}$ are all $1 \times 1$ matrices and $\left|\eta_{1}\right|=\left|\eta_{2}\right|=1$. Therefore, from Theorem 5.4.1(A), the zero solution of Hill's equation (4.9) is stable.

If $a=0$ and $b=0$ or $b=2 \pi$, then $\eta_{1}=e^{\lambda_{1}}=1$, and hence $\eta_{2}=1$. Now, if the Jordan canonical form for $e^{T C}$ is the identity matrix, then $e^{T C}$ itself is the identity matrix. Therefore, if

$$
e^{T C}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]=\left[\begin{array}{cc}
J_{1} & 0 \\
0 & J_{2}
\end{array}\right]
$$

then the zero solution of Hill's equation (4.9) is stable. Otherwise, if the Jordan canonical form for $e^{T C}$ is

$$
\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]=J_{1}
$$

which is a $2 \times 2$ matrix, then the zero solution of Hill's equation (4.9) is unstable.

If $a=0$ and $b=\pi$, then $\eta_{1}=-1$, and hence $\eta_{2}=-1$. Now, if the Jordan canonical form for $e^{T C}$ is the negative of the identity matrix, then $e^{T C}$ itself is the negative of the identity matrix. Therefore, if

$$
e^{T C}=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right]=\left[\begin{array}{cc}
J_{1} & 0 \\
0 & J_{2}
\end{array}\right]
$$

then the zero solution of Hill's equation (4.9) is stable. Otherwise, if the Jordan canonical form for $e^{T C}$ is

$$
\left[\begin{array}{cc}
-1 & 1 \\
0 & -1
\end{array}\right]=J_{1}
$$

then the zero solution of Hill's equation (4.9) is unstable.
To summarize, we have, for $\lambda_{1}$ and $\lambda_{2}$ given in (4.13)
(A). The zero solution of Hill's equation (4.9) is not asymptotically stable.
(B). The zero solution of Hill's equation (4.9) is stable if and only if one of the following cases occurs.
(1). $a=0$ and $b \neq 0, b \neq \pi, b \neq 2 \pi$.
(2). $a=0$ and $b=0$ or $b=2 \pi$, (or $\eta_{1}=\eta_{2}=1$ ), and

$$
e^{T C}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

(3). $a=0$ and $b=\pi$, (or $\eta_{1}=\eta_{2}=-1$ ), and

$$
e^{T C}=\left[\begin{array}{cc}
-1 & 0  \tag{4.14}\\
0 & -1
\end{array}\right]
$$

The above is an analysis of stabilities for Hill's equation (4.9). We point out that descriptions of stabilities for Hill's equation (4.9) using other quantities are also possible. For example, one could use $\operatorname{tr}[U(T, 0)]$ and obtain, for $\lambda_{1}$ and $\lambda_{2}$ given in (4.13),

$$
\begin{align*}
\operatorname{tr}[U(T, 0)] & =\eta_{1}+\eta_{2}=e^{\lambda_{1}}+e^{\lambda_{2}} \\
& =e^{a}(\cos b+i \sin b)+e^{-a}\left(\cos b_{1}+i \sin b_{1}\right) \\
& =e^{a}(\cos b+i \sin b)+e^{-a}(\cos b-i \sin b) \\
& =\left[e^{a}+e^{-a}\right] \cos b+i\left[e^{a}-e^{-a}\right] \sin b \tag{4.15}
\end{align*}
$$

Since $\operatorname{tr}[U(T, 0)]$ is real, we get

$$
\left\{\begin{array}{l}
{\left[e^{a}-e^{-a}\right] \sin b=0}  \tag{4.16}\\
\operatorname{tr}[U(T, 0)]=\left[e^{a}+e^{-a}\right] \cos b
\end{array}\right.
$$

Then, we can verify (see an exercise) that
$\left\{\begin{array}{l}a \neq 0 \text { if and only if }|\operatorname{tr}[U(T, 0)]|>2 . \\ a=0 \text { and } b \neq 0, b \neq \pi, b \neq 2 \pi \text { if and only if }|\operatorname{tr}[U(T, 0)]|<2 . \\ a=0 \text { and } b=0 \text { or } b=2 \pi \text { if and only if } \operatorname{tr}[U(T, 0)]=2 . \\ a=0 \text { and } b=\pi \text { if and only if } \operatorname{tr}[U(T, 0)]=-2 .\end{array}\right.$
Therefore, the zero solution of Hill's equation (4.9) is stable if and only if one of the following cases occurs.
(1). $|\operatorname{tr}[U(T, 0)]|<2$.
(2). $\operatorname{tr}[U(T, 0)]=2,\left(\right.$ or $\eta_{1}=\eta_{2}=1$ ), and

$$
e^{T C}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

(3). $\operatorname{tr}[U(T, 0)]=-2$, (or $\eta_{1}=\eta_{2}=-1$ ), and

$$
e^{T C}=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right]
$$

## Exercises 5.4

1. Prove Theorem 5.4.1.
2. Prove Theorem 5.4.2.
3. Prove Theorem 5.4.3.
4. Prove Theorem 5.4.4.
5. Assume that $A(t+T)=A(t)$ for some constant $T>0$ and that all solutions of $x^{\prime}(t)=A(t) x(t)$ go to zero as $t \rightarrow \infty$. Prove that there exists a constant $\eta>0$ such that if $B(t)$ is continuous and satisfies $|B(t)| \leq \eta$ for $t \geq 0$, then all solutions of $x^{\prime}(t)=A(t) x(t)+B(t) x(t)$ go to zero as $t \rightarrow \infty$.
6. Prove (4.17) for Hill's equation in Example 5.4.5.

### 5.5 Liapunov's Method for Autonomous Equations

In this section, we study stabilities for the autonomous nonlinear differential equation

$$
\begin{equation*}
x^{\prime}(t)=f(x(t)), \quad \text { or } \quad x^{\prime}=f(x), \tag{5.1}
\end{equation*}
$$

in $D=[0, \infty) \times Q$, where $Q \subset \Re^{n}$ is a domain containing the zero vector. (Results for the zero solution will be stated again. Therefore we assume that $Q \subset \Re^{n}$ contains the zero vector.) We also assume that for any $\left(t_{0}, x_{0}\right) \in D$, Eq. (5.1) has a unique solution $x\left(t, t_{0}, x_{0}\right)$ existing on $\left[t_{0}, \infty\right)$ with $x\left(t_{0}\right)=$ $x_{0}$.

Since solutions of Eq. (5.1) cannot generally be found or written out by formulas, and the method using eigenvalues for linear differential equations is not applicable either, we exploit some different approaches than those for linear differential equations.

To begin the study of autonomous nonlinear differential equations, let's start with scalar cases, where the planar geometry can suggest and interpret the results and assist us understand the subjects. The study of scalar differential equations may also provide a direction for us to pursue for differential equations in $\Re^{n}, n \geq 1$. Therefore, we assume that $f: \Re \rightarrow \Re$ for now. Based on the analysis of a logistic equation in Chapter 1, we find that the signs of $f$ can be used to determine the flows of solutions on the $x$-axis. For example, when $f$ is shown in Figure 5.8, we get $x^{\prime}=f(x)<0$ for $x>0$ and $x^{\prime}=f(x)>0$ for $x<0$. Hence a solution $x$ decreases if $x>0$ and increases if $x<0$. Therefore, the solutions flow to the zero on the $x$-axis, as shown in the second picture of Figure 5.8. Accordingly, the zero solution is asymptotically stable.

Another way to look at this situation is given in the following: Treat the numbers $x$ and $x^{\prime}$ as vectors and let $\phi$ be the angle between them. Then, from Figure 5.8,

$$
|x|\left|x^{\prime}\right| \cos \phi=x x^{\prime}=x f(x)<0, \quad x \neq 0
$$

which indicates that $\phi=\pi$, or the numbers $x$ and $x^{\prime}$ are on opposite sides of the origin of the $x$-axis, thus the solutions will flow to the origin from two sides on the $x$-axis. So far, these arguments are based on intuity. Next, we prove that this intuity is true in this case. Note that in Figure 5.8, $x f(x)<0$ for $x \neq 0$.

Theorem 5.5.1 Let Eq. (5.1) be a scalar differential equation and let $\bar{x}$ be a critical point (or a constant solution) of Eq. (5.1), that is, $f(\bar{x})=0$.



Figure 5.8: A function $f$ with $x f(x)<0, x \neq 0$, and its flows

1. $\bar{x}$ is uniformly asymptotically stable if there is a $\delta>0$ such that $(x-$ $\bar{x}) f(x)<0$ for $0<|x-\bar{x}|<\delta$.
2. $\bar{x}$ is uniformly stable if there is a $\delta>0$ such that $(x-\bar{x}) f(x) \leq 0$ for $|x-\bar{x}|<\delta$.
3. $\bar{x}$ is unstable if there is a $\delta>0$ such that $(x-\bar{x}) f(x)>0$ for either $\bar{x}<x<\bar{x}+\delta$ or $\bar{x}-\delta<x<\bar{x}$.

Proof. (1): Assume that $(x-\bar{x}) f(x)<0$ for $0<|x-\bar{x}|<\delta$. First, we let $\bar{x}<x_{0}<\bar{x}+\delta$ and prove that for the solution $x(t)=x\left(t, t_{0}, x_{0}\right)$, one has $x(t) \searrow \bar{x}$ as $t \rightarrow \infty$. From uniqueness, we obtain $x(t)>\bar{x}, t \geq t_{0}$. Note that now, as long as $|x(t)-\bar{x}|<\delta$, we have $(x(t)-\bar{x}) f(x(t))<0$, hence $x^{\prime}(t)=f(x(t))<0$. Thus we conclude that $x(t)$ is decreasing from $x_{0}$ for $t \geq t_{0}$. If $x(t) \nrightarrow \bar{x}, t \rightarrow \infty$, then $x(t) \rightarrow \bar{x}>\bar{x}, t \rightarrow \infty$, or $x(t) \in\left[\overline{\bar{x}}, x_{0}\right], t \geq t_{0}$. Now, since $\left[\overline{\bar{x}}, x_{0}\right] \subset(\bar{x}, \bar{x}+\delta)$, we obtain that $f$ is negative on $\left[\overline{\bar{x}}, x_{0}\right]$ since $(x-\bar{x}) f(x)<0$ for $0<|x-\bar{x}|<\delta$. Then, as $f$ is continuous, there is a constant $k>0$ such that

$$
f(\tau) \leq-k, \quad \tau \in\left[\overline{\bar{x}}, x_{0}\right]
$$

Now, from

$$
x(t)-x\left(t_{0}\right)=\int_{t_{0}}^{t} f(x(s)) d s \leq-k\left(t-t_{0}\right) \rightarrow-\infty, \quad t \rightarrow \infty
$$

we get a contradiction because as $t \rightarrow \infty$, one has $x(t)-x\left(t_{0}\right) \rightarrow \overline{\bar{x}}-x\left(t_{0}\right)$, which is a finite number. Therefore, $\bar{x}<x_{0}<\bar{x}+\delta$ implies $x(t) \searrow \bar{x}$ as
$t \rightarrow \infty$. Similarly, one can show that $\bar{x}-\delta<x_{0}<\bar{x}$ implies $x(t) \nearrow \bar{x}$ as $t \rightarrow \infty$, thus $\bar{x}$ is uniformly asymptotically stable.

The same idea can be used to prove parts (2) and (3), which are left as an exercise. This completes the proof of the theorem.

Another way to determine the signs of a function $f$ is to use its derivatives. For example, in Figure 5.8, if $f^{\prime}(0)$ exists, then $f^{\prime}(0)<0$, which indicates in geometry that for $x$ near $0, f(x)<0$ for $x>0$ and $f(x)>0$ for $x<0$; or $x f(x)<0$ for $x$ near 0 but $x \neq 0$. Accordingly, we have

Corollary 5.5.2 Let Eq. (5.1) be a scalar differential equation and let $\bar{x}$ be a critical point (or a constant solution) of Eq. (5.1), that is, $f(\bar{x})=0$. Suppose that $f^{\prime}$ is continuous at $\bar{x}$.

1. $\bar{x}$ is uniformly asymptotically stable if $f^{\prime}(\bar{x})<0$.
2. $\bar{x}$ is uniformly stable if there is a $\delta>0$ such that $f^{\prime}(x) \leq 0$ for $|x-\bar{x}|<$ $\delta$.
3. $\bar{x}$ is unstable if $f^{\prime}(\bar{x})>0$.

Proof. (1): Since $f^{\prime}$ is continuous at $\bar{x}$ and $f^{\prime}(\bar{x})<0$, there is a $\delta>0$ such that $f^{\prime}(x)<0$ for $|x-\bar{x}|<\delta$. Using the mean value theorem, for any $x$ with $|x-\bar{x}|<\delta$,

$$
f(x)=f(\bar{x})+f^{\prime}(c)(x-\bar{x})=f^{\prime}(c)(x-\bar{x}), \quad|c-\bar{x}|<\delta
$$

thus,

$$
(x-\bar{x}) f(x)=f^{\prime}(c)(x-\bar{x})^{2}<0, \quad 0<|x-\bar{x}|<\delta
$$

therefore, results in Theorem 5.5.1 can be used. The proofs of (2) and (3) are left as an exercise. This completes the proof of the theorem.

Theorem 5.5.1 is more useful than Corollary 5.5.2 in applications. For example, Theorem 5.5 .1 can be used to verify the uniform asymptotic stability of the zero solution $\bar{x}=0$ of $x^{\prime}=-x^{3}$, which is not obtainable using Corollary 5.5.2 since $f(x)=-x^{3}$ and $f^{\prime}(0)=0$.

Therefore, we find that phase portraits in $\Re$ (on the $x$-axis) for scalar autonomous differential equations are very simple: Solutions are either critical points (constant solutions), or they flow to critical points or $\pm \infty$ and cannot stop at the middle. A typical function and the corresponding flows on the
$x$-axis are shown in Figure 5.9. Later, we will see that for autonomous differential equations in $\Re^{n}, n \geq 2$, more complicated things can occur. For example, in $\Re^{2}$, some solutions could flow to finite nonconstant solutions; in $\Re^{3}$, some solutions may be bounded but never settle down or pile up at some places in a predictable fashion.


Figure 5.9: A function $f$ and the corresponding flows on the $x$-axis

The above is a brief account of the situations for scalar autonomous differential equations, where the signs of $x^{\prime}=f(x)$ can be used to determine stability properties. For autonomous differential equations in $\Re^{n}, n \geq 2$, $x^{\prime}=f(x)$ is a vector, hence $f(x)$ cannot tell anything directly. One method to study stability now is to extend the idea used in the proof of Theorem 4.3.1(a) in Chapter 4. Let's review the idea in that proof: We first define a function

$$
\begin{equation*}
V(t)=V\left(x_{1}(t), x_{2}(t)\right)=\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right], \tag{5.2}
\end{equation*}
$$

where $\left(x_{1}(t), x_{2}(t)\right)$ is a solution whose existence and uniqueness is guaranteed. $V(t)$ is related to the distance $r(x)=\sqrt{x_{1}^{2}+x_{2}^{2}}$ from the solution $\left(x_{1}(t), x_{2}(t)\right)$ to the origin $(0,0)$. Then, without solving the differential equation explicitly, we can take a derivative of $V(t)$ in $t$ along the solution, that is, we plug in the differential equation when taking the derivative. The derivative then satisfies

$$
V^{\prime}(t) \leq \alpha V(t)=-[-\alpha V(t)]
$$

for a constant $\alpha<0$. Accordingly, we conclude that

$$
V(t) \longrightarrow 0, \quad t \rightarrow \infty
$$

Hence,

$$
x_{1}^{2}(t)+x_{2}^{2}(t) \longrightarrow 0, \quad t \rightarrow \infty
$$

therefore, the solution will go to the origin, or the zero solution $\phi=(0,0)$ is asymptotically stable.

This demonstrates the key idea of the so-called "Liapunov's method," which allows us to derive qualitative properties, especially stability and boundedness, without solving differential equations explicitly.

Next, let's see why this idea works in geometry. First, let Eq. (5.1) be a scalar equation, and assume that $\phi=0$ is a solution of Eq. (5.1), or $f(0)=0$. To study the stability of $\phi=0$, if we let

$$
V(t)=V(x(t))=\frac{x^{2}(t)}{2}
$$

then, taking a derivative in $t$ and plugging in Eq. (5.1), we get

$$
V^{\prime}(t)=x(t) x^{\prime}(t)=x(t) f(x(t))=x f(x) .
$$

Now, if $V^{\prime}(t)<0$, then $x f(x)<0$ for $x \neq 0$ (or the angle between $x(t)$ and $x^{\prime}(t)$ is $\left.\pi\right)$. This matches exactly with Figure 5.8 which we have just analyzed. Therefore, $V^{\prime}(t)<0$ implies that $x(t) \rightarrow 0$ as $t \rightarrow \infty$. This is why in geometry we use such a $V$ function to derive stabilities.

For the geometry in $\Re^{2}$, we assume again that the zero is a solution of Eq. (5.1), or $f(0)=0$, and assume that $\left(x_{1}(t), x_{2}(t)\right)$ is a solution of Eq. (5.1). Consider $V(t)=V\left(x_{1}(t), x_{2}(t)\right)=\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right]$, or

$$
V\left(x_{1}, x_{2}\right)=\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}\right],
$$

then, taking a derivative in $t$, we obtain

$$
\begin{align*}
\frac{d}{d t} V(t) & =x_{1} x_{1}^{\prime}+x_{2} x_{2}^{\prime}=\left[x_{1}, x_{2}\right]^{T} \cdot\left[x_{1}^{\prime}, x_{2}^{\prime}\right]^{T} \\
& =\sqrt{x_{1}^{2}+x_{2}^{2}} \sqrt{\left(x_{1}^{\prime}\right)^{2}+\left(x_{2}^{\prime}\right)^{2}} \cos \phi \tag{5.3}
\end{align*}
$$

where "." denotes the inner product and $\phi$ is the angle between the vectors $\left[x_{1}, x_{2}\right]^{T}$ and $\left[x_{1}^{\prime}, x_{2}^{\prime}\right]^{T}$ ( $T$ means the transpose).

For any $c>0$ fixed,

$$
V\left(x_{1}, x_{2}\right)=c
$$

or $\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}\right]=c$ is a circle in the $\left(x_{1}, x_{2}\right)$ plane centered at $(0,0)$ with radius


Figure 5.10: Circles of $V\left(x_{1}, x_{2}\right)=c$
$\sqrt{2 c}$, as shown in Figure 5.10.
Now, for $V\left(x_{1}, x_{2}\right)=\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}\right]$, the vector $\nabla V=\left[V_{x_{1}}, V_{x_{2}}\right]^{T}=\left[x_{1}, x_{2}\right]^{T}$ (known as a gradient in multivariable calculus) is outward normal (perpendicular) to the circle at point $\left(x_{1}, x_{2}\right)$. Also, from multivariable calculus, we know that the vector $\left[x_{1}^{\prime}(t), x_{2}^{\prime}(t)\right]^{T}$ is tangent to the trajectory $\left(x_{1}(t), x_{2}(t)\right)$ at each point on the trajectory, or vector $\left[x_{1}^{\prime}(t), x_{2}^{\prime}(t)\right]^{T}$ is the direction of the trajectory. If $V^{\prime}(t)<0$, then from (5.3), $\cos \phi<0$, hence

$$
\begin{equation*}
\phi \in\left(\frac{\pi}{2}, \frac{3 \pi}{2}\right) \tag{5.4}
\end{equation*}
$$

In geometry, (5.4) indicates that if a trajectory intersects the circle $V\left(x_{1}, x_{2}\right)=c$, then the direction of motion of the trajectory is inward with respect to $V\left(x_{1}, x_{2}\right)=c$, or the trajectory will enter the interior of the circle $V\left(x_{1}, x_{2}\right)=c$, as shown in Figure 5.11.

Consequently, the trajectory will intersect another circle $V\left(x_{1}, x_{2}\right)=$ $c_{1}$ with $c_{1}<c$, and when it does so, it enters the interior of the circle $V\left(x_{1}, x_{2}\right)=c_{1}$. This procedure will continue so that eventually the trajectory approaches the origin and the zero solution is asymptotically stable.

The above gives the geometry in $\Re^{2}$ why $V^{\prime}(t)<0$ can drive the trajectories to the origin. Next, we provide a three-dimensional view of why the idea works. In doing so, we let $V\left(x_{1}, x_{2}\right)=\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}\right]$ be a function defined on the $\left(x_{1}, x_{2}\right)$ plane, shown as a paraboloid in Figure 5.12.


Figure 5.11: A trajectory moves inward of $V=c$ when $V^{\prime}(t)<0$

Now, for every $c>0, V\left(x_{1}, x_{2}\right)=c$ is a "level curve," or a circle in the $\left(x_{1}, x_{2}\right)$ plane in Figure 5.10. When $V^{\prime}(t)<0$, we know in $\Re^{2}$ that "a trajectory moves inward of a circle," which is now translated in $\Re^{3}$ to "a trajectory slides down the paraboloid to a lower level." This procedure will continue so that eventually the trajectory slides down the paraboloid and approaches the origin. Therefore, the zero solution is asymptotically stable. See the second picture in Figure 5.12.

The above is a geometric interpretation of the usefulness of $V=\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}\right]$ for autonomous differential equations in $\Re^{2}$, showing why $V^{\prime}(t)<0$ implies that solutions approach the origin.

If $V^{\prime} \leq 0$, then a trajectory will either move inward of a circle $V\left(x_{1}, x_{2}\right)=$ $c$ or, at worst, tangent to it. Thus, trajectories started inside a circle $V\left(x_{1}, x_{2}\right)=c$ cannot escape from it. Therefore, the origin is stable. Asymptotic stability is not expected now because trajectories could be circles around the origin, hence the origin is a center and is stable but not asymptotically stable.

If $V^{\prime}>0$, then a trajectory inside a circle $V\left(x_{1}, x_{2}\right)=c$ will move outside of it (no matter how small the value $c$ is). This indicates that the origin is unstable.

Next, we use some examples to demonstrate how this $V$ function is used, this will help you understand the general theory we will present later.


Figure 5.12: A trajectory slides down the paraboloid of $V=\frac{x_{1}^{2}+x_{2}^{2}}{2}$

Example 5.5.3 Consider

$$
\left\{\begin{align*}
x_{1}^{\prime} & =-x_{1}+x_{2}^{2}  \tag{5.5}\\
x_{2}^{\prime} & =-x_{2}-x_{1} x_{2}
\end{align*}\right.
$$

and $V(t)=V\left(x_{1}(t), x_{2}(t)\right)=\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right]$. Now,

$$
\begin{align*}
\frac{d V}{d t} & =x_{1}(t) x_{1}^{\prime}(t)+x_{2}(t) x_{2}^{\prime}(t) \\
& =x_{1}\left(-x_{1}+x_{2}^{2}\right)+x_{2}\left(-x_{2}-x_{1} x_{2}\right) \\
& =-\left(x_{1}^{2}+x_{2}^{2}\right)=-2 V(t) \tag{5.6}
\end{align*}
$$

Hence,

$$
\begin{equation*}
V(t)=V\left(t_{0}\right) e^{-2\left(t-t_{0}\right)} \longrightarrow 0, \quad t \rightarrow \infty \tag{5.7}
\end{equation*}
$$

therefore,

$$
x_{1}^{2}(t)+x_{2}^{2}(t) \longrightarrow 0, \quad t \rightarrow \infty
$$

Since this limit applies to every solution, we conclude that every solution approaches the origin as $t \rightarrow \infty$. This implies that the zero solution is asymptotically stable.

Example 5.5.4 Consider

$$
\left\{\begin{align*}
x_{1}^{\prime} & =-\frac{x_{1}}{2}+x_{2}^{2}  \tag{5.8}\\
x_{2}^{\prime} & =-x_{2}-x_{1} x_{2}
\end{align*}\right.
$$

and $V(t)=V\left(x_{1}(t), x_{2}(t)\right)=\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right]$. Now,

$$
\begin{align*}
\frac{d V}{d t} & =x_{1} x_{1}^{\prime}+x_{2} x_{2}^{\prime} \\
& =x_{1}\left(-\frac{x_{1}}{2}+x_{2}^{2}\right)+x_{2}\left(-x_{2}-x_{1} x_{2}\right) \\
& =-\left(\frac{x_{1}^{2}}{2}+x_{2}^{2}\right) \\
& \leq-\left(\frac{x_{1}^{2}}{2}+\frac{x_{2}^{2}}{2}\right)=-V(t) \tag{5.9}
\end{align*}
$$

Using a differential inequality (see an exercise in Chapter 4), one has

$$
\begin{equation*}
V(t) \leq V\left(t_{0}\right) e^{-\left(t-t_{0}\right)} \longrightarrow 0, \quad t \rightarrow \infty \tag{5.10}
\end{equation*}
$$

therefore, the zero solution is asymptotically stable.
Example 5.5.5 Consider

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=x_{2}-x_{1} x_{2}^{2}  \tag{5.11}\\
x_{2}^{\prime}=-x_{1}+x_{1}^{2} x_{2}
\end{array}\right.
$$

and $V(t)=V\left(x_{1}(t), x_{2}(t)\right)=\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right]$. Now,

$$
\begin{align*}
\frac{d V}{d t} & =x_{1} x_{1}^{\prime}+x_{2} x_{2}^{\prime} \\
& =x_{1}\left(x_{2}-x_{1} x_{2}^{2}\right)+x_{2}\left(-x_{1}+x_{1}^{2} x_{2}\right)=0 \tag{5.12}
\end{align*}
$$

which means that the distance of a solution and the origin will not increase. Therefore, the zero solution is stable. In this case, asymptotic stability is not obtainable. In fact, this example was analyzed in Section 3 of Chapter 4 , where it was found that the origin was a center.

Example 5.5.6 Consider

$$
\left\{\begin{align*}
x_{1}^{\prime} & =x_{1}-x_{1} x_{2}^{2}  \tag{5.13}\\
x_{2}^{\prime} & =x_{2}+x_{1}^{2} x_{2}
\end{align*}\right.
$$

and $V(t)=V\left(x_{1}(t), x_{2}(t)\right)=\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right]$. Now,

$$
\begin{align*}
\frac{d V}{d t} & =x_{1} x_{1}^{\prime}+x_{2} x_{2}^{\prime} \\
& =x_{1}\left(x_{1}-x_{1} x_{2}^{2}\right)+x_{2}\left(x_{2}+x_{1}^{2} x_{2}\right)=x_{1}^{2}+x_{2}^{2}=2 V(t) \tag{5.14}
\end{align*}
$$

hence,

$$
\begin{equation*}
V(t)=V\left(t_{0}\right) e^{2\left(t-t_{0}\right)} \longrightarrow \infty, \quad t \rightarrow \infty \tag{5.15}
\end{equation*}
$$

therefore, the zero solution is unstable. In fact, the origin of the linearization is an unstable proper node and using the results of Section 3 in Chapter 4, the origin of Eq. (5.13) is also unstable.

Some applications in physics are discussed in Example 1.3.11 in Chapter 1 , where a $V$ function is defined to be the total energy of a system and then used to verify the law of conservation of energy. This example will be analyzed again in the next section and the related stability properties will be derived.

Now, we are ready to present a general theory of Liapunov's method concerning stability properties for autonomous differential equations in $\Re^{n}$. The study of nonautonomous differential equations will be given in Chapter 9. Additional results, remarks, and examples can be found in reference books, such as Yoshizawa [1966] and Burton [1985].

Definition 5.5.7 Let $Q \subset \Re^{n}$ be a domain containing the zero vector and consider Eq. (5.1). For a continuous function $V: Q \rightarrow[0, \infty)$ that is Lipschitz (or weak or local Lipschitz) with respect to $x$, define

$$
\begin{equation*}
V_{(5.1)}^{\prime}(x) \stackrel{\text { def }}{=} \limsup _{h \rightarrow 0^{+}} \frac{V(x+h f(x))-V(x)}{h}, x \in Q \tag{5.16}
\end{equation*}
$$

Next, for a solution $x(t)$ of Eq. (5.1), define

$$
\begin{equation*}
V^{\prime}(x(t)) \stackrel{\text { def }}{=} \limsup _{h \rightarrow 0^{+}} \frac{V(x(t+h))-V(x(t))}{h} \tag{5.17}
\end{equation*}
$$

For $V_{(5.1)}^{\prime}(x)$ and $V^{\prime}(x(t))$ in Definition 5.5.7, we have the following result.
Lemma 5.5.8 Let $Q \subset \Re^{n}$ be a domain containing the zero vector. Let $V: Q \rightarrow[0, \infty)$ have continuous first partial derivatives and let $x=x(t)$ be a solution of Eq. (5.1), then

$$
\begin{equation*}
V_{(5.1)}^{\prime}(x)=V^{\prime}(x(t)) \tag{5.18}
\end{equation*}
$$

Moreover, if $V^{\prime}(x(t)) \leq 0$, then

$$
\begin{equation*}
V(x(b))-V(x(a)) \leq \int_{a}^{b} V^{\prime}(x(t)) d t, \quad 0 \leq a \leq b \tag{5.19}
\end{equation*}
$$

Proof. See the proof of Theorem 9.1.1 in Chapter 9 for general cases, including autonomous or nonautonomous differential equations.

Lemma 5.5 .8 says that the derivative of $V$ with respect to Eq. (5.1) defined by (5.16) is actually the derivative of $V$ along a solution of Eq. (5.1) defined by (5.17). That is, to find $V_{(5.1)}^{\prime}(x)$, we can take a derivative of $V(x(t))$ in $t$ by plugging in the differential equation (5.1).

The following terminology will be used in Liapunov's method.
Definition 5.5.9 (Positive definite) Let $Q \subset \Re^{n}$ be a domain containing the zero vector. A continuous function $V: Q \rightarrow[0, \infty)$ is called positive definite if $V(x)>0$ for $x \neq 0$.

Definition 5.5.10 (Liapunov function) Let $Q \subset \Re^{n}$ be a domain containing the zero vector. A function $V: Q \rightarrow[0, \infty)$ is called a Liapunov function if $V(0)=0, V$ is positive definite and has continuous first partial derivatives.

Example 5.5.11 Based on $V(t)=\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right]$ in the proof of Theorem 4.3.1(a) in Chapter 4, if we define

$$
V(x)=\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}\right], \quad x=\left[x_{1}, x_{2}\right]^{T} \in \Re^{2},
$$

then $V(x)$ is positive definite. Moreover, in that proof,

$$
\begin{equation*}
V^{\prime}(x(t)) \leq-\frac{-\alpha}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right] \tag{5.20}
\end{equation*}
$$

or,

$$
\begin{equation*}
-V^{\prime}(x(t)) \geq \frac{-\alpha}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right], \quad-\alpha>0 \tag{5.21}
\end{equation*}
$$

thus $-V^{\prime}(x)$ is also positive definite.
Note, a general Liapunov function has essentially the same properties that $\frac{x_{1}^{2}+x_{2}^{2}}{2}$ has, at least locally. Thus a geometric interpretation similar to


Figure 5.13: Level curves $V=c$ for a general Liapunov function
what we did for $\frac{x_{1}^{2}+x_{2}^{2}}{2}$ can be given for a general Liapunov function. For example, for a general Liapunov function $V\left(x_{1}, x_{2}\right)$ in $\Re^{2}, V\left(x_{1}, x_{2}\right)=c$ is still a "level curve," or a simple closed curve due to the continuity of $V$. See Figure 5.13.

Now, for $V(t)=V\left(x_{1}(t), x_{2}(t)\right)$, one has

$$
\begin{align*}
V^{\prime}(t) & =V_{x_{1}} x_{1}^{\prime}+V_{x_{2}} x_{2}^{\prime}=\left[V_{x_{1}}, V_{x_{2}}\right]^{T} \cdot\left[x_{1}^{\prime}, x_{2}^{\prime}\right]^{T} \\
& =\sqrt{V_{x_{1}}^{2}+V_{x_{2}}^{2}} \sqrt{\left(x_{1}^{\prime}\right)^{2}+\left(x_{2}^{\prime}\right)^{2}} \cos \phi, \tag{5.22}
\end{align*}
$$

where $\phi$ is the angle between the vectors $\left[V_{x_{1}}, V_{x_{2}}\right]^{T}$ and $\left[x_{1}^{\prime}, x_{2}^{\prime}\right]^{T}$. From multivariable calculus, the gradient vector $\nabla V=\left[V_{x_{1}}, V_{x_{2}}\right]^{T}$ (which is $\left[x_{1}, x_{2}\right]^{T}$ when $V=\frac{x_{1}^{2}+x_{2}^{2}}{2}$ ) is outward normal (perpendicular) to a level curve $V\left(x_{1}, x_{2}\right)$ $=c$. Thus the angle between $\nabla V$ and the direction $\left[x_{1}^{\prime}, x_{2}^{\prime}\right]^{T}$ of a trajectory can still be used to examine the direction a trajectory will follow, hence the stability properties can be determined accordingly.

The following theorem utilizes Liapunov's method to derive stability properties for autonomous differential equations.

Theorem 5.5.12 Let $Q \subset \Re^{n}$ be a domain containing the zero vector. Consider Eq. (5.1) on $[0, \infty) \times Q$ with $f(0)=0$ so that $\phi=0$ is a solution of Eq. (5.1). Assume that $V$ is a Liapunov function.
(A). If $V_{(5.1)}^{\prime}(x) \leq 0$, then $\phi=0$ is uniformly stable.
(B). If $V_{(5.1)}^{\prime}(x)<0, x \neq 0$, (or $-V_{(5.1)}^{\prime}(x)$ is positive definite), then $\phi=0$ is uniformly asymptotically stable.
(C). If $V_{(5.1)}^{\prime}(x)>0, x \neq 0$, then $\phi=0$ is unstable.

Proof. Because the stability of $\phi=0$ is a local property about the origin, so without loss of generality, we assume that $\left\{x \in \Re^{n}:|x| \leq 1\right\} \subset Q$. Also, the parameters used in the proof, such as $\varepsilon$ and $\delta$, are assumed to be less than or equal to 1 .
(A): For any $t_{0} \geq 0$ and any $\varepsilon>0$, let $x(t)=x\left(t, t_{0}, x_{0}\right)$ be a solution of Eq. (5.1), and we need to find a $\delta=\delta(\varepsilon)>0$ such that $\left\{\left|x_{0}\right| \leq \delta, t \geq t_{0}\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq \varepsilon$. Now, we have $V^{\prime}(x(t)) \leq 0$, hence $V(x(t)) \leq$ $V\left(x_{0}\right), t \geq t_{0}$. Since $V(x)$ is continuous and positive definite, it is continuous and positive on the closed and bounded set $|x|=\varepsilon$. Then,

$$
V_{0}=\min _{|x|=\varepsilon} V(x)>0,
$$

(or in geometry, $V(x)$ has a positive minimum on the surface of a ball centered at the origin with radius $\varepsilon$ ). Next, since $V(x)$ is continuous and $V(0)=0$, there is a $\delta=\delta(\varepsilon)>0$ and $\delta<\varepsilon$, such that $|x| \leq \delta$ implies $V(x)<V_{0}$. Therefore, if $\left\{\left|x_{0}\right| \leq \delta, t \geq t_{0}\right\}$, then

$$
\begin{equation*}
V(x(t)) \leq V\left(x_{0}\right)<V_{0}=\min _{|x|=\varepsilon} V(x), \tag{5.23}
\end{equation*}
$$

which implies that $|x(t)|<\varepsilon$ for $t \geq t_{0}$ (otherwise, since $x(t)$ started with $\left|x\left(t_{0}\right)\right|=\left|x_{0}\right| \leq \delta<\varepsilon$, there is a $t_{1}>t_{0}$ with $\left|x\left(t_{1}\right)\right|=\varepsilon$; but then $V\left(x\left(t_{1}\right)\right) \geq$ $\min _{|x|=\varepsilon} V(x)=V_{0}$, a contradiction to (5.23)). This proves the uniform stability of $\phi=0$.
(B): From part (A) we just proved, $\phi=0$ is uniformly stable. The uniform asymptotic stability of $\phi=0$ can be proved directly (see an exercise); however, we apply Theorem 5.1.2 here and only prove the asymptotic stability of $\phi=0$. That is, we will prove that there is an $r>0$ such that $\left|x_{0}\right| \leq r$ implies $\lim _{t \rightarrow \infty}\left|x\left(t, t_{0}, x_{0}\right)\right|=0$. Let $\varepsilon=1$, then from the uniform stability of $\phi=0$, there is a $\delta>0$ such that $\left|x_{0}\right| \leq \delta$ implies $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq 1$ for $t_{0} \geq 0$ and $t \geq t_{0}$. Let $r=\delta$ and let $\left|x_{0}\right| \leq r$, then $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq 1$ for $t_{0} \geq 0$ and $t \geq t_{0}$.

Now, for $x(t)=x\left(t, t_{0}, x_{0}\right)$ with $x_{0} \neq 0$, we have $x(t) \neq 0$ by uniqueness. Thus, $\frac{d}{d t} V(x(t))<0$ and hence $V(x(t))$ is monotone decreasing. We first prove that $\lim _{t \rightarrow \infty} V(x(t))=0$. If this is not true, then $V(x(t)) \geq L, t \geq t_{0}$, for some constant $L>0$. Since $V(x)$ is continuous and $V(0)=0$, one concludes that no sequence of $x(t)$ could go to zero. Therefore, there is a $k \in(0,1)$ such that $k \leq|x(t)| \leq 1, t \geq t_{0}$. Since $V_{(5.1)}^{\prime}(x)<0, x \neq 0$, and
$V_{(5.1)}^{\prime}(x)$ is continuous on the bounded and closed set $k \leq|x| \leq 1$, one has $p=\max _{k \leq|x| \leq 1} V_{(5.1)}^{\prime}(x)<0$. Hence $\frac{d}{d t} V(x(t)) \leq p<0, t \geq t_{0}$. Then
$V(x(t))-V\left(x\left(t_{0}\right)\right)=\int_{t_{0}}^{t} \frac{d}{d s} V(x(s)) d s \leq \int_{t_{0}}^{t} p d s=p\left(t-t_{0}\right) \longrightarrow-\infty, t \rightarrow \infty$,
which contradicts the fact that $V(x(t)) \geq 0$. Thus, $\lim _{t \rightarrow \infty} V(x(t))=0$.
Next, we prove that $\lim _{t \rightarrow \infty} x(t)=0$. If this is not true, then there is a constant $d>0$ and a sequence $t_{m} \rightarrow \infty$ such that $d \leq\left|x\left(t_{m}\right)\right| \leq 1$. Then $q=\min _{d \leq|x| \leq 1} V(x)>0$ since $V$ is positive definite, hence $V\left(x\left(t_{m}\right)\right) \geq q>0$, which contradicts $\lim _{t \rightarrow \infty} V(x(t))=0$. This proves the asymptotic stability of $\phi=0$, and hence the uniform asymptotic stability of $\phi=0$ using Theorem 5.1.2.
(C): If $\phi=0$ is stable, then for $\varepsilon=1$ and $t_{0}=0$, there is a $\delta>0$ such that $\left|x_{0}\right| \leq \delta$ implies $\left|x\left(t, 0, x_{0}\right)\right| \leq 1, t \geq 0$. Hence for $x(t)=x\left(t, 0, x_{0}\right)$, $V(x(t))$ is bounded for $t \geq 0$ when $\left|x_{0}\right| \leq \delta$. Fix an $x_{0}$ with $\left|x_{0}\right|=\frac{\delta}{2}$, then $V\left(x_{0}\right)>0$. Now, $V(x(t))$ is increasing, thus $V(x(t)) \geq V\left(x_{0}\right)>0, t \geq 0$. As $V(x)$ is continuous and $V(0)=0$, there is a $k \in(0,1)$ such that $k \leq$ $|x(t)| \leq 1, t \geq 0$. Next, $V_{(5.1)}^{\prime}(x)$ is continuous and positive on the closed and bounded set $k \leq|x| \leq 1$, one has $h=\min _{k \leq|x| \leq 1} V_{(5.1)}^{\prime}(x)>0$, thus

$$
V(x(t))-V\left(x_{0}\right)=\int_{0}^{t} \frac{d}{d s} V(x(s)) d s \geq \int_{0}^{t} h d s=h\left(t-t_{0}\right) \longrightarrow \infty, t \rightarrow \infty
$$

which contradicts to the fact that $V(x(t))$ is bounded for $t \geq 0$ when $\left|x_{0}\right| \leq \delta$. Therefore, $\phi=0$ is unstable.

This completes the proof of the theorem.
Some conditions in Theorem 5.5.12 are also necessary conditions. For example, if $\phi=0$ is uniformly asymptotically stable, then there exists a Liapunov function such that its derivative along the solutions is negative definite. Refer to "converse of stabilities" in Chapter 9.

The above presents a brief coverage of the Liapunov theory concerning stability properties for autonomous differential equations. Roughly speaking, it reduces the study of stability properties to the problem of constructing appropriate Liapunov functions. However, constructing these functions is not an easy task; it requires a great deal of experience and skill. In the next section, we demonstrate basic techniques used in the construction of Liapunov functions for some applications.

## Exercises 5.5

1. In the proof of Theorem 5.5.1(1), complete the case when $\bar{x}-\delta<x_{0}<$ $\bar{x}$. Then prove parts (2) and (3) of Theorem 5.5.1.
2. Prove parts (2) and (3) of Corollary 5.5.2.
3. Determine if $V: Q \rightarrow[0, \infty)$ is positive definite on some domain $Q$.
(a) $V(x)=x^{2}+\cos x$.
(b) $V(x)=x^{2}+\cos ^{2} x$.
(c) $V(x)=x^{2}+\sin x$.
(d) $V(x)=x^{2}+\sin ^{2} x$.
(e) $V(x)=-x^{2}+x^{4}$.
(f) $V(x)=-x^{2}+x^{3}$.
(g) $V\left(x_{1}, x_{2}\right)=x_{1}^{2}+x_{2}^{4}$.
(h) $V\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}+x_{2}^{2}+x_{3}^{4}$.
(i) $V\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}+x_{2}^{2}-x_{3}^{4}$.
(j) $V\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{1} x_{2}$.
4. Examine the stabilities of the zero solution for the logistic equation $x^{\prime}=a x[C-x]$.
5. Give a geometric interpretation for a general Liapunov function in $\Re^{2}$. That is, discuss the relationship between $V^{\prime}$ and a level curve $V\left(x_{1}, x_{2}\right)=c$.
6. Let $Q \subset \Re^{n}$ be a domain containing the zero vector and let $P$ be a function defined on $Q$. Prove that $P(x)<0, x \neq 0$, if and only if $-P$ is positive definite.
7. Prove the uniform asymptotic stability of the zero solution in Theorem 5.5.12(B) directly.
8. Use Liapunov's method to study the stabilities of the zero solution for
(a) $\left\{\begin{array}{l}x_{1}^{\prime}=-x_{1}+x_{2}^{2}-x_{1}^{3}, \\ x_{2}^{\prime}=-x_{2}-x_{1} x_{2}-x_{2}^{3} .\end{array}\right.$
(b) $\left\{\begin{array}{l}x_{1}^{\prime}=-\frac{x_{1}}{2}+x_{2}^{2}-x_{1}^{3}, \\ x_{2}^{\prime}=-x_{2}-x_{1} x_{2}-x_{2}^{3} .\end{array}\right.$
(c) $\left\{\begin{array}{l}x_{1}^{\prime}=x_{2}-x_{1} x_{2}^{2}+x_{1}^{4} x_{2}, \\ x_{2}^{\prime}=-x_{1}+x_{1}^{2} x_{2}-x_{1}^{5} .\end{array}\right.$
(d) $\left\{\begin{array}{l}x_{1}^{\prime}=x_{1}-x_{1} x_{2}^{2}+x_{1}^{4} x_{2}, \\ x_{2}^{\prime}=x_{2}+x_{1}^{2} x_{2}-x_{1}^{5}\end{array}\right.$

### 5.6 Some Applications

In this section, we apply Liapunov's method by constructing Liapunov functions for the following differential equations. Note that $\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}\right]$ works for most cases, such as in Examples 5.5.3-5.5.6. At times, some variations of this are needed. Also, when considering applications in physics, certain laws are useful in the construction of Liapunov functions.

Example 5.6.1 Revisit Example 5.3.5 and consider the scalar differential equation $x^{\prime}(t)=-x(t)+x^{2}(t)$. Theorem 5.3.3 can be applied to obtain the uniform asymptotic stability of $\phi=0$. Here, we will apply Liapunov's method. Try $V(x)=\frac{1}{2} x^{2}$. Then $V$ is positive definite. Next,

$$
\begin{align*}
V^{\prime}(x(t)) & =x(t) x^{\prime}(t)=x(t)\left[-x(t)+x^{2}(t)\right] \\
& =-x^{2}(t)[1-x(t)] \tag{6.1}
\end{align*}
$$

Accordingly, we can take the domain $Q=\left\{x \in \Re:|x|<\frac{1}{2}\right\}$, and on $Q$, one has

$$
\begin{equation*}
V^{\prime}(x(t))=-x^{2}(t)[1-x(t)] \leq-\frac{1}{2} x^{2}(t) \tag{6.2}
\end{equation*}
$$

hence $-V^{\prime}(x)$ is positive definite. From Theorem 5.5.12(B), $\phi=0$ is uniformly asymptotically stable.

Example 5.6.2 Consider the scalar differential equation

$$
x^{\prime}(t)=-x(t)+x^{k}(t)
$$

For $x^{k}$ to satisfy a local Lipschitz condition in an open interval containing 0 , we must have $k \geq 1$. Try $V(x)=\frac{1}{2} x^{2}$, then

$$
\begin{align*}
V^{\prime}(x(t)) & =x(t) x^{\prime}(t)=x(t)\left[-x(t)+x^{k}(t)\right] \\
& =-x^{2}(t)\left[1-x^{k-1}(t)\right] \tag{6.3}
\end{align*}
$$

If $k=1$, then Theorem 5.5.12(A) implies that $\phi=0$ is uniformly stable. (In fact, in this case we have $x^{\prime}(t)=0$, then the solutions are constants, hence $\phi=0$ is uniformly stable.) If $k>1$, then let's assume that $k$ is an integer (to guarantee that $x^{k}$ is a real number). Now, define $Q=\{x \in \Re$ : $\left.|x|<\left(\frac{1}{2}\right)^{1 /(k-1)}\right\}$, and on $Q$,

$$
\begin{equation*}
V^{\prime}(x(t)) \leq-x^{2}(t)\left[1-x^{k-1}(t)\right] \leq-\frac{1}{2} x^{2}(t) \tag{6.4}
\end{equation*}
$$

Thus, similar to Example 5.6.1, $\phi=0$ is uniformly asymptotically stable.

Example 5.6.3 Consider

$$
\left[\begin{array}{l}
x_{1}(t)  \tag{6.5}\\
x_{2}(t)
\end{array}\right]^{\prime}=\left[\begin{array}{cc}
-2 & 0 \\
0 & -1
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+\left[\begin{array}{l}
2 x_{1}^{2}(t)-x_{1}(t) x_{2}(t) \\
4 x_{1}(t) x_{2}(t)+x_{2}^{2}(t)
\end{array}\right]
$$

Try $V(x)=\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}\right]$ where $x=\left[x_{1}, x_{2}\right]^{T} \in \Re^{2}$. Then $V$ is positive definite. Next,

$$
\begin{align*}
V^{\prime}(x(t)) & =x_{1}(t) x_{1}^{\prime}(t)+x_{2}(t) x_{2}^{\prime}(t) \\
& =x_{1}\left[-2 x_{1}+2 x_{1}^{2}-x_{1} x_{2}\right]+x_{2}\left[-x_{2}+4 x_{1} x_{2}+x_{2}^{2}\right] \\
& =-x_{1}^{2}\left[2-2 x_{1}+x_{2}\right]-x_{2}^{2}\left[1-4 x_{1}-x_{2}\right] \tag{6.6}
\end{align*}
$$

Now, when $x_{1}$ and $x_{2}$ are small, say for example $2\left|x_{1}\right|+\left|x_{2}\right|<\frac{3}{2}$ and $4\left|x_{1}\right|+$ $\left|x_{2}\right|<\frac{1}{2}$, then

$$
\begin{equation*}
V^{\prime}(x(t)) \leq-\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}\right] \tag{6.7}
\end{equation*}
$$

Thus, we can let $Q=\left\{x \in \Re^{2}:\left|x_{1}\right|+\left|x_{2}\right|<\frac{1}{8}\right\}$ and apply Theorem 5.5.12(B) to conclude that $\phi=0$ is uniformly asymptotically stable.

Example 5.6.4 Consider

$$
\left[\begin{array}{c}
x_{1}(t)  \tag{6.8}\\
x_{2}(t)
\end{array}\right]^{\prime}=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+\left[\begin{array}{l}
-x_{1}^{3}(t) \\
-x_{2}^{3}(t)
\end{array}\right]
$$

Try $V(x)=\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}\right]$. Then $V$ is positive definite. Next,

$$
\begin{align*}
V^{\prime}(x(t)) & =x_{1}(t) x_{1}^{\prime}(t)+x_{2}(t) x_{2}^{\prime}(t) \\
& =x_{1}(t)\left[-x_{2}(t)-x_{1}^{3}(t)\right]+x_{2}(t)\left[x_{1}(t)-x_{2}^{3}(t)\right] \\
& =-\left[x_{1}^{4}(t)+x_{2}^{4}(t)\right] \tag{6.9}
\end{align*}
$$

thus, from Theorem $5.5 .12(\mathrm{~B}), \phi=0$ is uniformly asymptotically stable.
Note that in Example 5.6.4, the origin for the linearization is a center and hence is uniformly stable but not uniformly asymptotically stable; however, the nonlinear perturbation makes it uniformly asymptotically stable.

Example 5.6.5 Consider

$$
\left[\begin{array}{l}
x_{1}(t)  \tag{6.10}\\
x_{2}(t) \\
x_{3}(t)
\end{array}\right]^{\prime}=\left[\begin{array}{ccc}
0 & -1 & 0 \\
2 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t) \\
x_{3}(t)
\end{array}\right]+\left[\begin{array}{c}
x_{2}(t) x_{3}(t)-x_{1}^{3}(t) \\
-x_{2}^{3}(t) \\
-x_{1}(t) x_{2}(t)-x_{3}^{3}(t)
\end{array}\right]
$$

Try $V(x)=\frac{1}{2}\left[c_{1} x_{1}^{2}+c_{2} x_{2}^{2}+c_{3} x_{3}^{2}\right]$ where $x=\left[x_{1}, x_{2}, x_{3}\right]^{T} \in \Re^{3}$, with positive constants $c_{i}, i=1,2,3$. Then $V$ is positive definite. Next,

$$
\begin{align*}
V^{\prime}(x(t))= & c_{1} x_{1}(t) x_{1}^{\prime}(t)+c_{2} x_{2}(t) x_{2}^{\prime}(t)+c_{3} x_{3}(t) x_{3}^{\prime}(t) \\
= & c_{1} x_{1}(t)\left[-x_{2}(t)+x_{2}(t) x_{3}(t)-x_{1}^{3}(t)\right]+c_{2} x_{2}(t)\left[2 x_{1}(t)-x_{2}^{3}(t)\right] \\
& +c_{3} x_{3}(t)\left[-x_{1}(t) x_{2}(t)-x_{3}^{3}(t)\right] \\
= & \left(2 c_{2}-c_{1}\right) x_{1} x_{2}+\left(c_{1}-c_{3}\right) x_{1} x_{2} x_{3} \\
& -c_{1} x_{1}^{4}-c_{2} x_{2}^{4}-c_{3} x_{3}^{4} . \tag{6.11}
\end{align*}
$$

Now, we choose $2 c_{2}=c_{1}=c_{3}$, then

$$
\begin{equation*}
V^{\prime}(x(t))=-c_{1}\left[x_{1}^{4}+\frac{1}{2} x_{2}^{4}+x_{3}^{4}\right], \quad c_{1}>0 \tag{6.12}
\end{equation*}
$$

From Theorem 5.5.12(B), $\phi=0$ is uniformly asymptotically stable. Again, in this case, the origin for the linearization is uniformly stable but not uniformly asymptotically stable, and the nonlinear perturbation makes it uniformly asymptotically stable.

In other applications, Liapunov functions may take different forms, such as $V(x)=x_{1}^{2}+x_{2}^{4}, V(x)=x_{1}^{4}+x_{2}^{2}, V(x)=x_{1}^{4}+x_{2}^{4}+\cdots+x_{n}^{4}$, and so on.

Next, we look at how to apply the Liapunov theory to some secondorder Lienard-type differential equations with applications in physics (see the introduction of the Lienard-type differential equations in Chapter 1). Refer to additional related results in Brauer and Nohel [1969] and Burton [1985].

Example 5.6.6 Consider the second-order scalar differential equation

$$
\begin{equation*}
u^{\prime \prime}+g(u)=0, \quad u=u(t) \in \Re \tag{6.13}
\end{equation*}
$$

Here, $g$ is continuously differentiable for $|u|<k$ where $k>0$ is a constant, and $u g(u)>0$ if $u \neq 0$, (this means $g(u)>0$ for $u>0$ and $g(u)<0$ for $u<0)$. These conditions are satisfied, for example, if $g(u)=\sin u,|u|<\pi$, in the case of an undamped simple pendulum discussed in Chapter 4. We let $x_{1}=u, x_{2}=u^{\prime}$, and change the second-order differential equation (6.13) into the following differential equation in $\Re^{2}$,

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=x_{2}  \tag{6.14}\\
x_{2}^{\prime}=-g\left(x_{1}\right)
\end{array}\right.
$$

Now, the conditions on $g$ guarantee the existence and uniqueness of solutions for Eq. (6.13) or Eq. (6.14), and imply $g(0)=0$. Therefore, $u=0$ is a solution of Eq. (6.13), or $\left(x_{1}, x_{2}\right)=(0,0)$ is a solution of Eq. (6.14). In physics applications, we can think of $g(u)$ as the restoring force acting on a particle at a displacement $u$ from the equilibrium $(u=0)$, and of $u^{\prime}$ as the velocity of the particle. Then the potential energy at a displacement $u$ from the equilibrium $(u=0)$ is $\int_{0}^{u} g(s) d s$, and the kinetic energy is $\frac{1}{2}\left(u^{\prime}\right)^{2}$. Thus, the total energy is

$$
\begin{equation*}
V(t)=\frac{1}{2}\left[u^{\prime}(t)\right]^{2}+\int_{0}^{u(t)} g(s) d s \tag{6.15}
\end{equation*}
$$

Now, the law of conservation of energy indicates that $\frac{d}{d t} V(t)=0$. Indeed,

$$
\begin{equation*}
\frac{d}{d t} V(t)=u^{\prime} u^{\prime \prime}+g(u) u^{\prime}=u^{\prime}\left[u^{\prime \prime}+g(u)\right]=0 \tag{6.16}
\end{equation*}
$$

Therefore, for Eq. (6.14), if we try a Liapunov function

$$
\begin{equation*}
V(x)=V\left(x_{1}, x_{2}\right)=\frac{1}{2} x_{2}^{2}+\int_{0}^{x_{1}} g(s) d s, \quad\left|x_{1}\right|<k,\left|x_{2}\right|<\infty \tag{6.17}
\end{equation*}
$$

for $x=\left[x_{1}, x_{2}\right]^{T}$, then we obtain

$$
V_{(6.14)}^{\prime}(x)=x_{2} x_{2}^{\prime}+g\left(x_{1}\right) x_{1}^{\prime}=x_{2}\left[-g\left(x_{1}\right)\right]+g\left(x_{1}\right) x_{2}=0 .
$$

Next, from the assumption that $u g(u)>0$ for $u \neq 0$, we find that

$$
\int_{0}^{x_{1}} g(s) d s>0 \text { for } x_{1} \neq 0
$$

thus, $V\left(x_{1}, x_{2}\right)$ is positive definite. Hence $\phi=0$ is uniformly stable from Theorem 5.5.12(A).

Compare Eq. (6.13) in Example 5.6.6 with the general second-order differential equation (2.8) in Chapter 1 derived using Newton's second law of motion. Then we find for Eq. (6.13) that the externally applied force is zero. Thus, the interpretation in physics for the result in Example 5.6.6 is that when the externally applied force is zero, certain conditions can be given to the restoring force, in terms of the function $g$, so as to make the zero solution become uniformly stable.

Note that in Example 5.6.6, the asymptotic stability of $\phi=0$ is not expected because in the case of an undamped simple pendulum, for example, the pendulum will "keep oscillating indefinitely" about the equilibrium $\phi=$ 0 . Therefore the origin is a center and hence is not asymptotically stable. However, adding a damping term may change the situation, see the following example.

Example 5.6.7 Add $u^{\prime}$ to the equation in Example 5.6.6 and consider

$$
\begin{equation*}
u^{\prime \prime}+u^{\prime}+g(u)=0, \quad u=u(t) \in \Re \tag{6.18}
\end{equation*}
$$

In the case of a simple pendulum, Eq. (6.18) means that a damping term is added, thus the pendulum will encounter air resistance or friction, so we expect $\phi=0$ to be uniformly asymptotically stable. However, if we try the same Liapunov function $V\left(x_{1}, x_{2}\right)=\frac{1}{2} x_{2}^{2}+\int_{0}^{x_{1}} g(s) d s$ from Example 5.6.6 for

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=x_{2}  \tag{6.19}\\
x_{2}^{\prime}=-x_{2}-g\left(x_{1}\right)
\end{array}\right.
$$

then we get

$$
\begin{equation*}
V_{(6.19)}^{\prime}(x)=x_{2} x_{2}^{\prime}+g\left(x_{1}\right) x_{1}^{\prime}=x_{2}\left[-x_{2}-g\left(x_{1}\right)\right]+g\left(x_{1}\right) x_{2}=-x_{2}^{2} \tag{6.20}
\end{equation*}
$$

which does not imply that $-V_{(6.19)}^{\prime}(x)=x_{2}^{2}$ is positive definite because it doesn't have $x_{1}$ terms (for example, it is zero at $\left(x_{1}, x_{2}\right)=(1,0)$ ). Therefore, Theorem 5.5.12(B) cannot be applied to this $V$ function to derive the uniform asymptotic stability of $\phi=0$.

This example indicates that some skills are needed to construct "good" Liapunov functions. Next, we modify the above $V$ by considering

$$
\begin{equation*}
V\left(x_{1}, x_{2}\right)=\frac{1}{2} x_{2}^{2}+\frac{1}{2}\left[x_{1}+x_{2}\right]^{2}+q \int_{0}^{x_{1}} g(s) d s \tag{6.21}
\end{equation*}
$$

where the constant $q>0$ will be determined in order to cancel some terms, and $\left[x_{1}+x_{2}\right]^{2}$ is used so that $V$ is still positive definite and that $x_{1}$ terms may appear in the derivative. Now,

$$
\begin{align*}
V_{(6.19)}^{\prime}(x) & =x_{2} x_{2}^{\prime}+\left[x_{1}+x_{2}\right]\left[x_{1}^{\prime}+x_{2}^{\prime}\right]+q g\left(x_{1}\right) x_{1}^{\prime} \\
& =x_{2}\left[-x_{2}-g\left(x_{1}\right)\right]+\left[x_{1}+x_{2}\right]\left[x_{2}-x_{2}-g\left(x_{1}\right)\right]+q g\left(x_{1}\right) x_{2} \\
& =-x_{2}^{2}+(q-2) g\left(x_{1}\right) x_{2}-x_{1} g\left(x_{1}\right) \tag{6.22}
\end{align*}
$$

Accordingly, we choose $q=2$, so that $-V_{(6.19)}^{\prime}(x)=x_{2}^{2}+x_{1} g\left(x_{1}\right)$ is positive definite. Therefore, Theorem 5.5.12(B) can be applied to derive the uniform asymptotic stability of $\phi=0$.

From Examples 5.6.6 and 5.6.7, we see that for a simple pendulum without a damping term, a Liapunov function can be constructed to obtain stability but not asymptotic stability; and when a damping exists, another Liapunov function can be constructed to obtain asymptotic stability. This demonstrates that Liapunov's method is a very useful tool in deriving qualitative properties in physics applications.

From the above examples, we see that $\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}\right]$ can be used as a Liapunov function in most cases, however, modifications are needed sometimes. In physics applications, knowledge of the subjects is very useful in constructing the corresponding Liapunov functions, such as the total energy for a simple pendulum.

Finally, note that Theorem 5.3 .3 can be applied to Examples 5.6.1, 5.6.2, and 5.6.3, but not Examples 5.6.4-5.6.7. Therefore, we find that if a stability result is established by some other methods, then probably it also can be established by Liapunov's method. However, for a stability result established by Liapunov's method, it may not be establishable by other methods, such as Examples 5.6.4-5.6.7. This makes Liapunov's method very important since it derives certain properties that are not obtainable using other methods.

## Exercises 5.6

1. Discuss the stabilities of the zero solution for the Volterra equation

$$
\left\{\begin{array}{l}
x^{\prime}(t)=a x(t)-b x^{2}(t)-c x(t) y(t), \\
y^{\prime}(t)=-d y(t)+e x(t) y(t),
\end{array}\right.
$$

where $a, b, c, d, e$ are positive constants.
2. Discuss the stabilities of the zero solution for the Lotka-Volterra equation

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=\beta_{1} x_{1}\left(K_{1}-x_{1}-\mu_{1} x_{2}\right), \\
x_{2}^{\prime}=\beta_{2} x_{2}\left(K_{2}-x_{2}-\mu_{2} x_{1}\right),
\end{array}\right.
$$

where $\beta_{i}, K_{i}, \mu_{i}, i=1,2$, are positive constants.
3. Discuss the stabilities of the zero solution for

$$
\left\{\begin{array}{l}
x^{\prime}=-2 y^{3} \\
y^{\prime}=5 x^{3}
\end{array}\right.
$$

with $V=\frac{1}{4}\left[c_{1} x^{4}+c_{2} y^{4}\right]$.
4. Discuss the stabilities of the zero solution for

$$
\left\{\begin{array}{l}
x^{\prime}=-x-x y^{2}-x^{3} \\
y^{\prime}=-7 y+3 x^{2} y-2 y z^{2}-y^{3} \\
z^{\prime}=-5 z+y^{2} z-z^{3}
\end{array}\right.
$$

with $V=\frac{1}{2}\left[c_{1} x^{2}+c_{2} y^{2}+c_{3} z^{2}\right]$.
5. In Example 5.6.6, use l'Hôpital's rule to show that

$$
\lim _{x_{1} \rightarrow 0} \frac{g^{2}\left(x_{1}\right)}{\int_{0}^{x_{1}} g(s) d s}=\lim _{x_{1} \rightarrow 0} \frac{2 g\left(x_{1}\right) g^{\prime}\left(x_{1}\right)}{g\left(x_{1}\right)}=2 g^{\prime}(0)
$$

where the limit exists since $g$ is continuously differentiable. Then show that there exist constants $C>0$ and $0<k_{1} \leq k$ such that

$$
\int_{0}^{x_{1}} g(s) d s \geq C g^{2}\left(x_{1}\right), \quad\left|x_{1}\right| \leq k_{1}
$$

6. In $u^{\prime \prime}+u^{\prime}+g(u)=0, u \in \Re, \quad$ if $g(u)=a u+f(u)$ with the constant $a>0$ and $\frac{f(u)}{u} \rightarrow 0$ as $u \rightarrow 0$, then show that the zero solution is uniformly asymptotically stable.
7. Discuss the stabilities of the zero solution for $u^{\prime \prime}+u^{\prime}+a u+b u^{2}-c u^{3}=$ $0, u \in \Re$, where $a, b, c$ are positive constants.
8. Discuss the stabilities of the zero solution for $u^{\prime \prime}+f\left(u, u^{\prime}\right) u^{\prime}+g(u)=$ $0, u \in \Re$, where $f>0$ and $g$ satisfies the conditions in Example 5.6.6.

## Chapter 6

## Bifurcation

### 6.1 Introduction

In this chapter, we look at the autonomous differential equations with parameters,

$$
\begin{equation*}
x^{\prime}(t)=f(x(t), \mu), \text { or } x^{\prime}=f(x, \mu) \tag{1.1}
\end{equation*}
$$

where $(t, x) \in \Re \times \Re^{n}$ and the parameter $\mu$ is in a domain $D_{0} \subset \Re^{k}, k \geq 1$. We have already seen this type of differential equations. For example, in Chapter 1, the logistic equation $x^{\prime}=r x[1-x]$ (or $x^{\prime}=a x[C-x]$ ) is a differential equation with parameter $r$ (or $a$ and $C$ ); the Lotka-Volterra competition equation can be regarded as a differential equation with parameters $\beta_{1}, \mu_{1}, \beta_{2}, \mu_{2}$; and the motion of a simple pendulum can be regarded as a differential equation with parameters $k$ and $q$. In general, differential equations are derived in physical problems using scientific principles, and a parameter usually represents something that is fixed in each application but that varies between applications. For example, the carrying capacity of a population, or the length of a pendulum may be different in different situations. One of the fundamental issues in using differential equations for modeling the qualitative properties of a system is how the system changes with parameters.

In Chapter 2 we have also seen that under some appropriate conditions, for each fixed $\mu \in D_{0}$, Eq. (1.1) has a unique solution, and the dependence
of the solution with respect to $\mu$ is smooth, that is, the solution is continuous and differentiable with respect to the parameter $\mu \in D_{0}$.

Although solutions enjoy the continuous dependence with respect to parameters, when some parameters are varied, a system may experience abrupt qualitative changes after some smooth quantitative changes. For example, if you squeeze a small piece of straight thin wood, after a while the wood is nearly straight (this corresponds to the quantitative changes). Then there will be a moment the wood will buckle. Here, "buckle" corresponds to the abrupt qualitative changes. A similar example of Euler's buckling beam is given in Chapter 1.

Although it is initially puzzling, we now expect that certain qualitative properties of Eq. (1.1) may be changed abruptly when some parameters are varied and pass some critical values. In fact, from the following examples, we will see that the qualitative properties subject to change include the number of critical points and their stability properties, and, in the case of planar equations, the nature of the origin (in terms of a center, a spiral point, a saddle point, or a node). Generally, the qualitative changes in a system are called bifurcations, and the parameter values at which bifurcations occur are called bifurcation points or bifurcation values.

The following examples indicate the different types of bifurcations that could occur.

Example 6.1.1 Consider the linear differential equation with constant coefficients,

$$
\left[\begin{array}{l}
x  \tag{1.2}\\
y
\end{array}\right]^{\prime}=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

We could regard Eq. (1.2) as a differential equation with parameters $a, b, c$, and $d$, but the analysis is complicated with that many parameters. Recall that in Chapter 4 we used $p=\operatorname{tr} A=a+d$ and $q=\operatorname{det} A=a d-b c$ to characterize Eq. (1.2) by using the Distribution Diagram 4.16 in the $(p, q)$ plane, where the nature of the origin (in terms of a center, a spiral point, a saddle point, or a node) can be determined easily. Therefore, we will use $p$ and $q$ as the parameters of Eq. (1.2), and we copy Figure 4.16 here as Figure 6.1 for easy reference.

Now, if we start with $q>0, p<0$ and move across the positive $q$ axis (where $p=0$ ) to become $q>0, p>0$, then the zero solution of the system will change from asymptotically stable to unstable, and when the parameters $(p, q)$ cross the positive $q$-axis at $p=0$, a stable center will be
created. In this case, the stability property of the zero solution of Eq. (1.2) is a qualitative property. Thus Eq. (1.2) undergoes a qualitative property change, or a bifurcation, at the bifurcation value $p=0$.

Next, if we start with $q<0$ and move up and cross the $p$-axis (where $q=0$ ), then the origin will change from a saddle point to a node. Now, the nature of the origin (in terms of a center, a spiral point, a saddle point, or a node) is also a qualitative property of Eq. (1.2). Thus Eq. (1.2) also undergoes a qualitative property change, or a bifurcation, at the bifurcation value $q=0$.


Figure 6.1: Distribution Diagram for the origin of Eq. (1.2)

From Example 6.1.1, we find that in the cases of having complex eigenvalues (such as when the origin is a spiral point or a center), when a pair of conjugate complex eigenvalues cross the imaginary axis (where the real part
is zero, or the origin is a center), there is an exchange of stability for the origin (from asymptotically stable to stable and then to unstable, or vice versa). Periodic orbits also will be created when the origin is a center. In the cases of having real eigenvalues (for nodes and saddle points), when real eigenvalues change signs or cross 0 on the real line, the origin will change from a saddle point to a node, or vice versa.

These results are related to the findings of Poincaré [1885]. His pioneer work in modern qualitative theory of differential equations has generated a great deal of interest in the research of dynamical systems and other related areas. Some of these results will be discussed in Section 5.

The following example shows a "branching effect" that explains why the word "bifurcation" is used.

Example 6.1.2 Consider the scalar differential equation

$$
\begin{equation*}
x^{\prime}=f(x, \mu)=\mu+x^{2}, \tag{1.3}
\end{equation*}
$$

where $\mu \in \Re$ is a parameter. If $\mu>0$, then Eq. (1.3) has no critical point (that is, $x^{\prime}=\mu+x^{2}=0$ has no solution), or the curve $y=\mu+x^{2}$ will not intersect the $x$-axis, see Figure 6.2.


Figure 6.2: Graph of $y=\mu+x^{2}$ and the critical points of $x^{\prime}=\mu+x^{2}$

When $\mu$ decreases to 0 from above, the graph of $y=\mu+x^{2}$ moves down and then intersects the $x$-axis tangentially when $\mu=0$, in which case one critical point appears at $x=0$. If $\mu$ continues to decrease, then $\mu<0$ and hence the graph of $y=\mu+x^{2}$ crosses the $x$-axis and two critical points appear at

$$
x= \pm \sqrt{-\mu} .
$$

From the stability analysis in Chapter 5, using

$$
f_{x}^{\prime}=\frac{\partial}{\partial x} f(x, \mu)=2 x
$$

we find that $x=-\sqrt{-\mu}$ is asymptotically stable and $x=\sqrt{-\mu}$ is unstable. Thus we have the arrows in Figure 6.2 that indicate the flows of the solutions on the $x$-axis. We use a solid point at $(-\sqrt{-\mu}, 0)$ to denote that $-\sqrt{-\mu}$ is a stable critical point, and use an open point at $(\sqrt{-\mu}, 0)$ to denote that $\sqrt{-\mu}$ is an unstable critical point. Note that at $x=0$ (or $\mu=0$ ) we have a "half-stable" critical point, which is really delicate because it disappears as soon as $\mu \neq 0$. The number of critical points and their stabilities in this case are qualitative properties of Eq. (1.3), thus Eq. (1.3) undergoes some qualitative property changes, or a bifurcation takes place at the bifurcation value $\mu=0$.

Because we let the parameter $\mu$ to vary first, then $\mu$ is treated as an independent variable, and the corresponding critical point $x$ (if any) is treated as a function of $\mu$. In Eq. (1.3), for $\mu>0$, there is no critical point; for $\mu=0, x=0$ is the only corresponding critical point; for $\mu<0$, the critical points are given by two functions $x=\sqrt{-\mu}$ and $x=-\sqrt{-\mu}$. It is customary to draw all these functions in one $(\mu, x)$ plane. Now from Figure 6.3 we find that for $\mu>0$, there is no critical point; however, when $\mu$ decreases and passes 0 , then suddenly, "two branches" of critical points appear according to $x=\sqrt{-\mu}$ and $x=-\sqrt{-\mu}$. This means that a "bi"-furcation takes place, explaining why the word "bifurcation" is used to describe the situation. Similar to Figure 6.2, we use a solid curve in Figure 6.3 to denote the stable critical points and a broken curve to denote the unstable critical points. Figures with this kind of information are called bifurcation diagrams.

In summary, when some parameters of a system are varied, certain qualitative properties of the system may go through a period of smooth quantitative changes, and then suddenly, at some critical bifurcation values, abrupt qualitative changes, or bifurcations, take place. These qualitative properties include the number of critical points and their stability properties, and, in the case of a planar equation, the nature of the origin (in terms of a center, a spiral point, a saddle point, or a node). We will discuss these subjects in this chapter.

This chapter is organized as follows: In Section 2, we study saddle-node bifurcations and use some examples to explain why saddle and node appear


Figure 6.3: A bifurcation diagram determined by $x^{\prime}=\mu+x^{2}$
for this type of bifurcations. We analyze the geometric aspects of some scalar differential equations that undergo saddle-node bifurcations and use them to formulate and prove a result concerning saddle-node bifurcations for scalar differential equations. In Section 3, we study transcritical bifurcations and apply them to a solid-state laser in physics. Again, the geometric aspects of some examples are analyzed and used to formulate and prove a result concerning transcritical bifurcations for scalar differential equations. In Section 4 , we study pitchfork bifurcations and apply them to Euler's buckling beam and calculate Euler's first buckling load, which is the value the buckling takes place. The hysteresis effect with applications in physics is also discussed. A result concerning pitchfork bifurcations for scalar differential equations is formulated using the geometric interpretation. In Section 5, we analyze the situations where a pair of two conjugate complex eigenvalues cross the pure imaginary axis when some parameters are varied. We introduce the Poincaré-Andronov-Hopf bifurcation theorem and apply it to van der Pol's oscillator in physics.

## Exercises 6.1

1. Find the critical points for the following equations, where $\mu \in \Re$ is a parameter.
(a) $\left\{\begin{aligned} x^{\prime} & =2+\mu+x^{2}, \\ y^{\prime} & =3-y .\end{aligned}\right.$
(b) $\left\{\begin{array}{l}x^{\prime}=y+3, \\ y^{\prime}=-2 \mu+4 y+x^{2} .\end{array}\right.$
(c) $\left\{\begin{array}{l}x^{\prime}=(\mu-4) x+2 x^{3}, \\ y^{\prime}=-4 y+5 .\end{array}\right.$
(d) $x^{\prime}=(\mu+3) x+x^{2}$.

### 6.2 Saddle-Node Bifurcation

In order to understand why some bifurcations are called "saddle-node bifurcations," let's begin with some examples.

Example 6.2.1 Consider

$$
\left\{\begin{array}{l}
x^{\prime}=\mu+x^{2},  \tag{2.1}\\
y^{\prime}=-y,
\end{array}\right.
$$

where $\mu \in \Re$ is a parameter. The first equation in $x$ is the same as in Example 6.1.2, the second equation in $y$ means that $y=0$ is asymptotically stable. For $\mu>0$, Eq. (2.1) has no critical point. For $\mu<0$, two critical points of Eq. (2.1) appear at

$$
(-\sqrt{-\mu}, 0), \quad(\sqrt{-\mu}, 0)
$$

At $(-\sqrt{-\mu}, 0)$, it is asymptotically stable for both $x$ and $y$, hence $(-\sqrt{-\mu}, 0)$ is a stable node, (a linearization can be used to verify this, see an exercise). At $(\sqrt{-\mu}, 0), y$ is asymptotically stable but $x$ is unstable, thus $(\sqrt{-\mu}, 0)$ is a saddle.

When $\mu=0$, the stable node and saddle will collide and create a halfstable point, see Figure 6.4.

The following example needs a little more analysis than Example 6.2.1.

## Example 6.2.2 Consider

$$
\left\{\begin{align*}
x^{\prime} & =y  \tag{2.2}\\
y^{\prime} & =-\mu-y+x^{2}
\end{align*}\right.
$$

where $\mu \in \Re$ is a parameter. For $\mu<0$, Eq. (2.2) has no critical point. For $\mu>0$, Eq. (2.2) has two critical points $(\sqrt{\mu}, 0)$ and $(-\sqrt{\mu}, 0)$. For $(\sqrt{\mu}, 0)$, let's use the change of variables $x_{1}=x-\sqrt{\mu}$ and $x_{2}=y$ to transform $(\sqrt{\mu}, 0)$ to the origin. Then we obtain

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=x^{\prime}=x_{2}  \tag{2.3}\\
x_{2}^{\prime}=y^{\prime}=-\mu-x_{2}+\left(x_{1}+\sqrt{\mu}\right)^{2}=2 \sqrt{\mu} x_{1}-x_{2}+x_{1}^{2}
\end{array}\right.
$$


$\mu>0$

$\mu<0$

$\mu=0$

Figure 6.4: A planar saddle-node bifurcation

From the linearization of Eq. (2.3), we get $p=\operatorname{tr} A=-1<0$ and $q=\operatorname{det} A=-2 \sqrt{\mu}<0$. Thus the origin of Eq. (2.3), or the critical point $(\sqrt{\mu}, 0)$ of Eq. $(2.2)$, is a saddle point.

For $(-\sqrt{\mu}, 0)$, let's change the variables $x_{1}=x+\sqrt{\mu}$ and $x_{2}=y$, and obtain

$$
\left\{\begin{align*}
x_{1}^{\prime} & =x^{\prime}=x_{2}  \tag{2.4}\\
x_{2}^{\prime} & =y^{\prime}=-\mu-x_{2}+\left(x_{1}-\sqrt{\mu}\right)^{2}=-2 \sqrt{\mu} x_{1}-x_{2}+x_{1}^{2}
\end{align*}\right.
$$

From the linearization of Eq. (2.4), we get $p=\operatorname{tr} A=-1<0$ and $q=\operatorname{det} A=2 \sqrt{\mu}>0$. Assume $\mu$ is near 0 such that $q=2 \sqrt{\mu}<\frac{1}{4}=\frac{p^{2}}{4}$, then the origin of Eq. $(2.4)$, or the critical point $(-\sqrt{\mu}, 0)$ of Eq. $(2.2)$, is a stable node.

When $\mu=0$, the stable node and saddle will collide and create a halfstable point, see Figure 6.5.

In Examples 6.2.1 and 6.2.2, when the parameter $\mu$ is varied, a saddle and a node appear at the same time, and then they collide and finally disappear altogether. Accordingly, this type of bifurcations are called saddlenode bifurcations.

Next, let's look at saddle-node bifurcations from a different point of view. In Eq. (2.2) of Example 6.2.2, the critical points are from $x^{\prime}=0$ and $y^{\prime}=0$,


Figure 6.5: A planar saddle-node bifurcation
which imply $y=0$ and $-\mu-y+x^{2}=0$. They are two curves in the $(x, y)$ plane: the $x$-axis and the curve determined by the function $y=-\mu+x^{2}$. See Figure 6.6.


Figure 6.6: Curves determined by $y=0$ and $y=-\mu+x^{2}$

In Figure 6.6, the two intersections of the curves $y=0$ and $-\mu-y+x^{2}=0$ correspond to the two critical points of the equation because they are from $x^{\prime}=0$ and $y^{\prime}=0$. When the parameter $\mu$ is varied, the two curves pull away from each other and the two critical points move toward each other and then collide at $\mu=0$ when the two curves become tangent to each other. After the two curves pull apart, critical points disappear since there
are no intersections. This is typically what will happen locally for all saddlenode bifurcations. See Figure 6.7, where a planar differential equation is written as $x^{\prime}=P(x, y, \mu), y^{\prime}=Q(x, y, \mu)$, and the two curves determined by $P(x, y, \mu)=0$ and $Q(x, y, \mu)=0$ in the $(x, y)$ plane intersect at two points and then pull apart when the parameter $\mu$ is varied.


Figure 6.7: Curves determined by $x^{\prime}=P(x, y, \mu)=0$ and $y^{\prime}=Q(x, y, \mu)=$ 0

In Example 6.2.1, the situation is similar, but the difference is that for $\mu>0, \mu+x^{2}=0$ will not determine a curve in the $(x, y)$ plane; for $\mu<$ $0, \mu+x^{2}=0$ determines two vertical straight lines $x= \pm \sqrt{-\mu}$ in the $(x, y)$ plane. These lines intersect the curve $-y=0$ (the $x$-axis) to create two critical points; and for $\mu=0, \mu+x^{2}=0$ is the $y$-axis and $-y=0$ is the $x$-axis, thus the intersection is the origin. See Figure 6.8.

Additional examples, remarks, and some general results concerning the saddle-node bifurcations for equations in $\Re^{n}, n \geq 2$, can be found in Hale and Kocak [1991], Hubbard and West [1995], and Chicone [1999].

In order to incorporate the geometric aspects of the qualitative changes of a system, let's look at saddle-node bifurcations for scalar differential equations. Recall that in Example 6.1.2 (and a similar equation $x^{\prime}=\mu-x^{2}$ in Example 1.3.2 in Chapter 1), for some parameter values, there are two critical points for those scalar equations, one is stable and the other unstable. When the parameter is varied, the two critical points move toward each other and collide and then disappear altogether. That is, for scalar differential equations, if we think of a stable critical point as a "stable node" and an unstable critical point as a "saddle," then this situation is the same as that described for the saddle-node bifurcations of differential equations in $\Re^{2}$. In this sense, we say that the bifurcations in Examples 6.1.2 and 1.3.2


Figure 6.8: Curves determined by $\mu+x^{2}=0$ and $-y=0$ in the $(x, y)$ plane
are "saddle-node bifurcations for scalar differential equations," and Figure 6.3 is the saddle-node bifurcation diagram of $x^{\prime}=\mu+x^{2}$ in Example 6.1.2. We also provide the saddle-node bifurcation diagram for $x^{\prime}=\mu-x^{2}$ in Figure 6.9. It illustrates also the stability properties that were not done in Example 1.3.2 in Chapter 1.


Figure 6.9: A bifurcation diagram determined by $x^{\prime}=\mu-x^{2}$

The next example may indicate when a bifurcation will not occur.

Example 6.2.3 Consider the scalar differential equation

$$
\begin{equation*}
x^{\prime}=f(x, \mu)=x-\mu \tag{2.5}
\end{equation*}
$$

where $\mu \in \Re$ is a parameter. Now, for any $\mu \in \Re$ fixed, $f(x, \mu)=x-\mu=0$ has a unique solution $x=\mu$, thus the number of critical points is one and will never change. Next, $\frac{\partial}{\partial x} f(x, \mu)=1>0$, thus

$$
\frac{\partial f}{\partial x}(\mu, \mu)=\left.\frac{\partial}{\partial x} f(x, \mu)\right|_{x=\mu}=1>0
$$

which indicates, using the stability analysis in Chapter 5 , that every critical point $x=\mu$ is unstable, or the stability property of the critical point will never change. Therefore, no bifurcation can occur. (Notice the different notations for the partial derivatives, that is, $\frac{\partial}{\partial x} f(x, \mu)$ means taking a partial derivative with respect to $x$, and $\frac{\partial f}{\partial x}(\mu, \mu)$ means evaluating the partial derivative with respect to $x$ at $(\mu, \mu)$.)

Example 6.2.3 states that there is no bifurcation at $(x, \mu)=(0,0)$. One reason is that

$$
\frac{\partial f}{\partial x}(0,0)=\left.\frac{\partial}{\partial x} f(x, \mu)\right|_{x=0, \mu=0}=\left.\frac{\partial}{\partial x} x\right|_{x=0}=1 \neq 0
$$

thus for $(x, \mu)$ near $(0,0)$, the relationship between $x$ and $\mu$ from $f(x, \mu)=0$ (for solving the critical points) is one-to-one, or the critical point $x=x(\mu)$ can be solved uniquely in terms of $\mu$. (For Example 6.2.3, $x(\mu)=\mu$.) Hence the number of critical points will not change. Moreover,

$$
\frac{\partial f}{\partial x}(x(\mu), \mu) \approx \frac{\partial f}{\partial x}(0,0)=1>0 \quad \text { for }(x(\mu), \mu) \approx(0,0)
$$

thus for $\mu \approx 0$, the stability property of the critical point $x=x(\mu)$ will not change either.

Next, review Example 6.1.2 and then compare it with Example 6.2.3. Now, for Example 6.1.2 $f(x, \mu)=\mu+x^{2}$, hence,

$$
\frac{\partial f}{\partial x}(0,0)=\left.\frac{\partial}{\partial x} f(x, \mu)\right|_{x=0, \mu=0}=\left.\frac{\partial}{\partial x} x^{2}\right|_{x=0}=\left.2 x\right|_{x=0}=0
$$

which means that for $(x, \mu)$ near $(0,0)$, the relationship between $x$ and $\mu$ from $f(x, \mu)=0$ is not one-to-one. (In fact, for each $\mu<0, x= \pm \sqrt{-\mu}$ are two solutions of $f(x, \mu)=0$.)

If we observe the phenomena carefully, we realize the situations are exactly the ones governed by the "implicit function theorem," where $\frac{\partial f}{\partial x}(0,0)$ can be used to check if $x=x(\mu)$ can be solved uniquely near the origin. Therefore, we present the following implicit function theorem which can be applied to scalar differential equations. See Figure 6.10 for a local picture explaining this. A proof of the implicit function theorem can be found in Chow and Hale [1982].


Figure 6.10: A picture explaining the implicit function theorem

Theorem 6.2.4 (Implicit function theorem) Assume that $f:(x, \mu) \in$ $\Re^{2} \rightarrow \Re$ have continuous first partial derivatives such that

$$
\begin{equation*}
f(0,0)=0, \quad \frac{\partial f}{\partial x}(0,0) \neq 0 \tag{2.6}
\end{equation*}
$$

Then there exist constants $\gamma>0, \eta>0$, and $f(x, \mu)=0$ has a unique solution $x=x(\mu)$ such that $x(0)=0, x(\mu)$ is continuously differentiable in $\mu$, and $|x(\mu)| \leq \gamma$ when $|\mu| \leq \eta$.

For the scalar differential equation $x^{\prime}=f(x, \mu)$, the implicit function theorem implies, under the condition (2.6), that $x=x(\mu)$ can be uniquely solved near the origin from $f(x, \mu)=0$. Thus the number of critical points will not change. Next, $\frac{\partial f}{\partial x}(x(\mu), \mu) \approx \frac{\partial f}{\partial x}(0,0) \neq 0$ when $\mu \approx 0$, hence (for $\mu$ small) the stability property of the critical point $x(\mu)$ will not change either. Thus, we have the same situation as in Example 6.2.3 and no bifurcation can occur.

Therefore, we conclude that bifurcations may occur only when the implicit function theorem fails to apply to solve $x$ uniquely in terms of $\mu$, which
is the case for $f(x, \mu)=\mu+x^{2}$ in Example 6.1.2, where $\frac{\partial f}{\partial x}(0,0)=0$. Next, a further analysis of $f(x, \mu)=\mu+x^{2}$ in Example 6.1.2 shows that

$$
\frac{\partial^{2} f}{\partial x^{2}}(0,0)=2 \neq 0
$$

Now, for a general function $f(x)$ that satisfies

$$
\frac{\partial f}{\partial x}(0)=0, \quad \frac{\partial^{2} f}{\partial x^{2}}(0) \neq 0
$$

it follows from the second derivative test in calculus that the graph of the function $f(x)$ for $x$ near 0 is concave down or concave up with a horizontal tangent line at $x=0$. Thus the graph of the function $f(x)$ looks like a parabola near $x=0$. Therefore, the graph of the function $f(x, \mu)=\mu+x^{2}$ in Example 6.1.2 looks like a parabola near the origin. (This is obvious when you look at the formula of $f(x, \mu)=\mu+x^{2}$, but we can derive the same conclusion using derivatives.)

Next, for $f(x, \mu)=\mu+x^{2}$,

$$
\frac{\partial f}{\partial \mu}(0,0)=\left.\frac{\partial}{\partial \mu} f(x, \mu)\right|_{x=0, \mu=0}=1 \neq 0
$$

thus $f(x, \mu)$ changes sign as $\mu$ passes zero, and the positive or negative values of $\mu$ will move the parabola $f(x, \mu)=\mu+x^{2}$ above or below the $x$-axis. Thus, as the parameter $\mu$ is varied and passes $\mu=0$, the critical points are created or destroyed. See Figure 6.2.

This is the main reason that caused the saddle-node bifurcation in Example 6.1.2. Using the above remarks and geometric interpretation, we can now prove the following result concerning saddle-node bifurcations for scalar differential equations.

Theorem 6.2.5 (Saddle-node bifurcation) Let $f(x, \mu)$ in Eq. (1.1) be a scalar function defined on $\Re^{2}$. If $f$ has continuous second partial derivatives such that

$$
\begin{equation*}
f(0,0)=0, \quad \frac{\partial f}{\partial x}(0,0)=0, \quad \frac{\partial^{2} f}{\partial x^{2}}(0,0) \neq 0, \quad \frac{\partial f}{\partial \mu}(0,0) \neq 0 \tag{2.7}
\end{equation*}
$$

Then Eq. (1.1) undergoes a saddle-node bifurcation at $(x, \mu)=(0,0)$.
Proof. We verify that for small $\mu$, the graph of the function $f(x, \mu)$ looks like a parabola in $x$ near $x=0$, which can be achieved by showing the
existence of a unique local maximum or minimum value for the function $f(x, \mu)$ in $x$ near $x=0$. The local extreme points (where the maximum or minimum values may occur) of $f(x, \mu)$ are the solutions $x$ of

$$
\begin{equation*}
\frac{\partial}{\partial x} f(x, \mu)=0 \tag{2.8}
\end{equation*}
$$

To Solve Eq. (2.8), let's define $F(x, \mu)=\frac{\partial}{\partial x} f(x, \mu)$. Then condition (2.7) implies

$$
\begin{equation*}
F(0,0)=0, \quad \frac{\partial F}{\partial x}(0,0)=\frac{\partial^{2} f}{\partial x^{2}}(0,0) \neq 0 \tag{2.9}
\end{equation*}
$$

Thus the implicit function theorem 6.2 .4 can be applied to $F$ (not to $f$ ) so that there exist constants $\gamma>0, \eta>0$, and $F(x, \mu)=0$ has a unique solution $x=x(\mu)$, that is,

$$
\begin{equation*}
\frac{\partial f}{\partial x}(x(\mu), \mu)=0 \tag{2.10}
\end{equation*}
$$

such that $x(0)=0, x(\mu)$ is continuously differentiable in $\mu$, and $|x(\mu)| \leq \gamma$ when $|\mu| \leq \eta$. Next, the concavity at $(x(\mu), \mu)$ for the function $f(x, \mu)$ in $x$ is determined by $\frac{\partial^{2} f}{\partial x^{2}}(x(\mu), \mu)$, which is, by the continuity, close to $\frac{\partial^{2} f}{\partial x^{2}}(0,0) \neq 0$. Therefore, for $\mu$ small,

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial x^{2}}(x(\mu), \mu) \neq 0 \tag{2.11}
\end{equation*}
$$

Thus, based on (2.10) and (2.11), the second derivative test in calculus can be used to argue that for $(x, \mu)$ near $(0,0)$, the local extreme for the function $f(x, \mu)$ in $x$ is uniquely determined at $x=x(\mu)$ and the graph of the function $f(x, \mu)$ in $x$ looks like a parabola that opens up or down. More specifically, $f(x, \mu)$ has a local minimum (concave up) if $\frac{\partial^{2} f}{\partial x^{2}}(0,0)>0$; or a local maximum (concave down) if $\frac{\partial^{2} f}{\partial x^{2}}(0,0)<0$.

Next, let's examine the function values of $f(x, \mu)$ at the local extreme points $x(\mu)$, given by $h(\mu)=f(x(\mu), \mu)$. From (2.7) and (2.10), we have

$$
h(0)=f(0,0)=0
$$

and

$$
\begin{align*}
\frac{d h}{d \mu}(0) & =\left.\left(\frac{\partial f}{\partial x}(x(\mu), \mu) \frac{d}{d \mu} x(\mu)+\frac{\partial f}{\partial \mu}(x(\mu), \mu)\right)\right|_{\mu=0} \\
& =\left.\frac{\partial f}{\partial \mu}(x(\mu), \mu)\right|_{\mu=0}=\frac{\partial f}{\partial \mu}(0,0) \neq 0 \tag{2.12}
\end{align*}
$$

therefore, $h(\mu)=f(x(\mu), \mu)$ changes sign as $\mu$ passes zero. Next, we look at the different cases for $h(\mu) \frac{\partial^{2} f}{\partial x^{2}}(0,0)$. When $h(\mu) \frac{\partial^{2} f}{\partial x^{2}}(0,0)=0$, we have $\mu=0$ and $h(0)=0$. Thus the local extreme function value of $f(x, \mu)$ is zero, or the parabola is tangent to the $x$-axis, therefore there is only one critical point for $\mu=0$. When $h(\mu) \frac{\partial^{2} f}{\partial x^{2}}(0,0)<0$, or when $h(\mu)$ and $\frac{\partial^{2} f}{\partial x^{2}}(0,0)$ have the opposite signs, the function $f(x, \mu)$ in $x$ is either concave up with the local minimum function value below the $x$-axis, or concave down with the local maximum function value above the $x$-axis. Hence there are two nonzero critical points such that one is stable and the other unstable. Note that the condition $\frac{\partial f}{\partial \mu}(0,0) \neq 0$ implies that $x=0$ is not a critical point for $\mu \neq 0$ and small. Finally, when $h(r) \frac{\partial^{2} f}{\partial x^{2}}(0,0)>0$, the function $f(x, \mu)$ in $x$ is either concave up with the local minimum function value above the $x$-axis, or concave down with the local maximum function value below the $x$-axis, in which cases there are no critical points. See Figure $\mathbf{6 . 1 1}$ for the local pictures for the positions of the parabolas. Therefore, Eq. (1.1) undergoes a saddle-node bifurcation at $(x, \mu)=(0,0)$. This completes the proof.



Figure 6.11: Local pictures showing the positions of the parabolas

Example 6.2.6 Let's show that the scalar differential equation

$$
\begin{equation*}
x^{\prime}=f(x, \mu)=\mu+x-e^{x}+1 \tag{2.13}
\end{equation*}
$$

undergoes a saddle-node bifurcation at $(x, \mu)=(0,0)$. Now, $f(0,0)=$ $0, \frac{\partial f}{\partial x}(0,0)=\left.\left(1-e^{x}\right)\right|_{x=0}=0, \frac{\partial^{2} f}{\partial x^{2}}(0,0)=-\left.e^{x}\right|_{x=0}=-1 \neq 0, \frac{\partial f}{\partial \mu}(0,0)=1 \neq$ 0 , therefore Theorem 6.2 .5 can be applied. In this case, the geometry concerning the locations of the functions $y=x+\mu$ and $y=e^{x}-1$ in the $(x, y)$
plane can be used to obtain the saddle-node bifurcation at $(x, \mu)=(0,0)$, see an exercise.

Finally, for scalar differential equations, we point out that if a saddlenode bifurcation occurs at $(x, \mu)=(0,0)$, then $f(0,0)=0$ since $x=0$ is a critical point, and $\frac{\partial f}{\partial x}(0,0)=0$ because of the tangency condition of a saddle-node bifurcation. Thus, if in the Taylor expansion of $f(x, \mu)$ we neglect quadratic terms in $\mu$ and cubic terms in $x$, then near $(x, \mu)=(0,0)$, we obtain

$$
\begin{align*}
f(x, \mu) & =\mu \frac{\partial f}{\partial \mu}(0,0)+x \frac{\partial f}{\partial x}(0,0)+\frac{x^{2}}{2} \frac{\partial^{2} f}{\partial x^{2}}(0,0)+\cdots \\
& =a \mu+b x^{2}+\cdots \tag{2.14}
\end{align*}
$$

where $a=\frac{\partial f}{\partial \mu}(0,0)$ and $b=\frac{1}{2} \frac{\partial^{2} f}{\partial x^{2}}(0,0)$. The form $a \mu+b x^{2}$ in (2.14) is called a normal form or representative for scalar saddle-node bifurcations. Therefore, we know now that $f(x, \mu)=\mu+x^{2}$ in Example 6.1.2 and $f(x, \mu)=\mu-x^{2}$ in Example 1.3.2 in Chapter 1 are actually representatives of all saddle-node bifurcations for scalar equations. In other words, all scalar saddle-node bifurcations behave in essentially the same fashion as those for $f(x, \mu)=\mu \pm x^{2}$. More results on the normal forms and the related subjects can be found in Birkhoff [1927], Chow and Hale [1982], Guckenheimer and Holmes [1986], and Wiggins [1990].

## Exercises 6.2

1. Use linearizations to examine each critical point for Example 6.2.1 when $\mu<0$.
2. Obtain the saddle-node bifurcation at $(x, \mu)=(0,0)$ for Example 6.2.6 using the geometry concerning the locations of the functions $y=x+\mu$ and $y=e^{x}-1$ in the $(x, y)$ plane.
3. Use a Taylor expansion to find the normal form for the equation in Example 6.2.6.

### 6.3 Transcritical Bifurcation

We have discussed saddle-node bifurcations in the previous section, where a key feature is that critical points can be created and destroyed when some
parameters are varied. However, for some systems in applications, a critical point may exist for all values of parameters, or will never disappear. For example, for the logistic equation $x^{\prime}=r x(1-x)$ studied in Chapter $1, x=0$ is a critical point for all values of $r$.

Example 6.3.1 Consider the scalar differential equation

$$
\begin{equation*}
x^{\prime}=f(x, \mu)=\mu x-x^{2} \tag{3.1}
\end{equation*}
$$

which looks like the logistic equation $x^{\prime}=r x(1-x)$, but here $x$ and $\mu$ are allowed to be positive or negative, (recall that in applications using the logistic equations in biology, $x \geq 0$ is assumed to denote a population). Now, $x=0$ is a critical point for all $\mu$ values and $x=\mu$ gives a different critical point if $\mu \neq 0$. See Figure 6.12 which shows the positions of the function $y=\mu x-x^{2}$ for different $\mu$ values, and hence the stability properties.


Figure 6.12: Pictures of the function $y=\mu x-x^{2}$ showing the stability properties

Using the stability analysis from Chapter 5 , we find that when $\mu>0$, $x=\mu$ is a stable critical point; when $\mu<0, x=\mu$ is an unstable critical point; and finally, when $\mu=0$, the two critical points collide such that the critical point $x=0$ is half-stable.

Some of the above descriptions are similar to those of saddle-node bifurcations. However, the difference is that here, the two critical points do not disappear when $\mu>0($ or $\mu<0)$, instead they switch their stabilities. That is, $x=0$ changes its stability by transferring its stability property to another critical point. Accordingly, these bifurcations are called transcritical
bifurcations. See Figure 6.13 for a transcritical bifurcation diagram of $x^{\prime}=\mu x-x^{2}$, where the bifurcation value is $\mu=0$.


Figure 6.13: A transcritical bifurcation diagram of $x^{\prime}=\mu x-x^{2}$

Next, we look at an application of transcritical bifurcations in physics.
Example 6.3.2 (A solid-state laser) The following is a brief account of the situation following Haken [1983] and Strogatz [1994]. A collection of laser-active atoms are embedded in a solid-state matrix, and an external energy source is applied to pump or excite the atoms out of their ground states to produce a laser.

When the strength of the pumping is increased, the system goes through a period of quantitative changes during which the excited atoms oscillate independently of each other and emit randomly phased light waves. This effect is just like an ordinary lamp. Then, suddenly, when the strength of the pumping exceeds a critical level, called a laser threshold, a beam of radiation that is much more coherent and intense will appear, or a laser is produced.

Let $n(t)$ be the number of photons and $N(t)$ the number of excited atoms of the system. The time rate of $n(t)$ is given as

$$
n^{\prime}=\text { Gain }- \text { Loss. }
$$

The "Gain" comes from the stimulated emission, in which photons stimulate excited atoms to emit more photons. This activity happens when photons encounter excited atoms whose process is random, thus "Gain"
$=G n(t) N(t)$, where $G>0$ is a "gain coefficient." Similarly, "Loss" $=\operatorname{Ln}(t)$, giving the escape of photons with a "loss coefficient" $L>0$. Therefore,

$$
n^{\prime}=\text { Gain }- \text { Loss }=G n N-L n
$$

Next, let's find the relationship between $n$ and $N$. After an excited atom emits a photon, it drops back to its ground state and is no longer excited. Thus, if we assume that the pump keeps the number of excited atoms fixed at $N_{0}$ before a laser is produced, then during the laser process, the actual number of excited atoms will be determined according to

$$
N(t)=N_{0}-\alpha n(t)
$$

where $\alpha>0$ is the rate at which atoms drop back to their ground states. Therefore, we obtain

$$
n^{\prime}=\text { Gain }- \text { Loss }=G n N-L n=\left(G N_{0}-L\right) n-(\alpha G) n^{2}
$$

which is similar to Eq. (3.1), and hence indicates that a transcritical bifurcation takes place when $G N_{0}-L=0$, or at the laser threshold $N_{0}=\frac{L}{G}$, which is the loss coefficient divided by the gain coefficient.

In physics, this means that when the pump strength is weak, that is, $N_{0}<\frac{L}{G}$, the critical point $n=0$ is stable and no laser is produced. When the pump strength is increased and passes the laser threshold $\frac{L}{G}$, or when $N_{0}>\frac{L}{G}$, the origin $n=0$ loses its stability and a stable critical point appears at $n=\frac{G N_{0}-L}{\alpha G}>0$ : spontaneous laser action is taking place, or a laser is produced. See Figure 6.14 for the function $y=\left(G N_{0}-L\right) n-(\alpha G) n^{2}$, showing the stability properties (where $n \geq 0$ is assumed to denote the number of photons); see also Figure 6.15 for a transcritical bifurcation diagram of the laser.

Transcritical bifurcations, where an origin transfers its stability to another critical point, can also occur for differential equations in higher dimensions.

Example 6.3.3 Consider

$$
\left\{\begin{array}{l}
x^{\prime}=\mu x+x^{2}  \tag{3.2}\\
y^{\prime}=-y
\end{array}\right.
$$

Similar to Example 6.2.1, all actions are taken in the first equation, because $y=0$ in the second equation is asymptotically stable. Now, $(0,0)$


Figure 6.14: Pictures of the function $y=\left(G N_{0}-L\right) n-(\alpha G) n^{2}$, showing the stability properties
is a critical point and will never disappear. Next, for $\mu<0$, the origin $(0,0)$ is asymptotically stable (a stable node) and the other critical point $(-\mu, 0)$ is unstable (a saddle). For $\mu>0$, the origin $(0,0)$ becomes unstable and the other critical point $(-\mu, 0)$ becomes asymptotically stable. Therefore, the origin transfers its stability to another critical point $(-\mu, 0)$, and the system undergoes a transcritical bifurcation at the bifurcation value $\mu=0$, see Figure 6.16.

Note in Example 6.3.3 that even though saddles and nodes appear, however, since the critical point $(0,0)$ will never disappear, the bifurcation is transcritical.

Next, let's look at the similarity and difference between the saddle-node and transcritical bifurcations given in Examples 6.1.2 and 6.3.1. Locally, both of the graphs of $f(x, \mu)$ in $x^{\prime}=f(x, \mu)$ look like parabolas. But the difference is that for the saddle-node bifurcation, the change of the parameter $\mu$ near the bifurcation value causes the corresponding parabola to move above or below the $x$-axis, while the change of $\mu$ near the bifurcation value for the transcritical bifurcation causes the corresponding parabola to move to the left or the right of the $y$-axis and keeps $x=0$ as a critical point. See Figures 6.2 and 6.12. Consequently, we find that the maximum value of the function $f(x, \mu)=\mu x-x^{2}$ for the transcritical bifurcation, when treated as a function of $\mu$, looks also like a parabola that is tangent to the $\mu$-axis at $\mu=0$. In fact, for $f(x, \mu)=\mu x-x^{2}$, the maximum value occurs when $\frac{\partial f}{\partial x}=\mu-2 x=0$, or


Figure 6.15: A transcritical bifurcation diagram for a laser
when $x=\frac{\mu}{2}$, and the maximum function value at $x=\frac{\mu}{2}$ is

$$
f(x, \mu)=f\left(\frac{\mu}{2}, \mu\right)=\mu \frac{\mu}{2}-\left(\frac{\mu}{2}\right)^{2}=\frac{\mu^{2}}{4}
$$

which is a parabola in $\mu$. The general case is shown in Figure 6.17.
According to this geometric interpretation, we can now prove the following result concerning transcritical bifurcations for scalar differential equations.

Theorem 6.3.4 (Transcritical bifurcation) Let $f(x, \mu)$ in Eq. (1.1) be a scalar function defined on $\Re^{2}$. If $f$ has continuous second partial derivatives such that

$$
\begin{gather*}
f(0, \mu)=0, \mu \in \Re, \quad \frac{\partial f}{\partial x}(0,0)=0, \quad \frac{\partial^{2} f}{\partial x^{2}}(0,0) \neq 0 \\
\frac{\partial f}{\partial \mu}(0,0)=0, \quad \frac{\partial^{2} f}{\partial \mu^{2}}(0,0)=0, \quad \frac{\partial^{2} f}{\partial x \partial \mu}(0,0) \neq 0 \tag{3.3}
\end{gather*}
$$

Then Eq. (1.1) undergoes a transcritical bifurcation at $(x, \mu)=(0,0)$.
Proof. Because the conditions in (3.3) imply the first three conditions in (2.7), then the first part of the proof of Theorem 6.2 .5 shows that for $\mu$ small, the local maximum or minimum value for the function $f(x, \mu)$ in $x$ near $x=0$ exists uniquely, and the graph of $f(x, \mu)$ looks like a parabola in $x$ that opens up or down.


Figure 6.16: A planar transcritical bifurcation

Assume that the parabola opens down, or $f$ has a unique local maximum value. (The case for a unique local minimum value is similar and is left as an exercise.) Now, $f(0, \mu)=0$ for $\mu \in \Re$ in (3.3) means that $x=0$ is a critical point for any $\mu$, or, as a function in $x, f(x, \mu)$ will cross $(x, y)=(0,0)$ for any $\mu$. Thus the graph of $f(x, \mu)$ in $x$ crosses $(x, y)=(0,0)$ and goes above the $x$-axis and reaches the maximum function value and then goes down and crosses the $x$-axis, creating another critical point. See Figure 6.18.

Next, we verify that as the parameter $\mu$ is varied and passes $\mu=0$, the maximum value of $f(x, \mu)$ will appear on both sides of the $y$-axis. From the proof of Theorem 6.2.5, the maximum value of $f(x, \mu)$ occurs at $x=x(\mu)$ (where $x(0)=0$ ). We will examine the function value at $x(\mu)$, given by $h(\mu)=f(x(\mu), \mu)$, and verify that $h(\mu)$ is a parabola as a function in $\mu$. From (2.10) in the proof of Theorem 6.2.5, we take a derivative in $\mu$ and obtain

$$
\begin{equation*}
\frac{\partial f^{2}}{\partial x^{2}}(x(\mu), \mu) \frac{d}{d \mu} x(\mu)+\frac{\partial f^{2}}{\partial x \partial \mu}(x(\mu), \mu)=0 \tag{3.4}
\end{equation*}
$$

which implies, from (3.3),

$$
\begin{equation*}
\left.\frac{d}{d \mu} x(\mu)\right|_{\mu=0} \neq 0 \tag{3.5}
\end{equation*}
$$



Figure 6.17: The maximum value of $f(x, \mu)$ as a function in $\mu$ looks like a parabola



Figure 6.18: The function $f(x, \mu)$ goes up and down, creating another critical point

Now, for $h(\mu)=f(x(\mu), \mu)$, we have $h(0)=f(0,0)=0$ and, from (2.10),

$$
\begin{align*}
\frac{d}{d \mu} h(\mu) & =\frac{\partial f}{\partial x}(x(\mu), \mu) \frac{d}{d \mu} x(\mu)+\frac{\partial f}{\partial \mu}(x(\mu), \mu) \\
& =\frac{\partial f}{\partial \mu}(x(\mu), \mu) \tag{3.6}
\end{align*}
$$

then from (3.3) and (3.6),

$$
\begin{equation*}
\frac{d h}{d \mu}(0)=\left.\frac{\partial f}{\partial \mu}(x(\mu), \mu)\right|_{\mu=0}=\frac{\partial f}{\partial \mu}(0,0)=0 \tag{3.7}
\end{equation*}
$$

Next, from (3.3), (3.5), and (3.6),

$$
\frac{d^{2} h}{d \mu^{2}}(0)=\left.\left(\frac{\partial}{\partial \mu}\left[\frac{\partial f}{\partial \mu}(x(\mu), \mu)\right]\right)\right|_{\mu=0}
$$

$$
\begin{align*}
& =\left.\frac{\partial f^{2}}{\partial \mu \partial x}(x(\mu), \mu) \frac{d}{d \mu} x(\mu)\right|_{\mu=0}+\left.\frac{\partial f^{2}}{\partial \mu^{2}}(x(\mu), \mu)\right|_{\mu=0} \\
& =\left.\frac{\partial f^{2}}{\partial \mu \partial x}(x(\mu), \mu) \frac{d}{d \mu} x(\mu)\right|_{\mu=0} \neq 0 \tag{3.8}
\end{align*}
$$

Thus, using the second derivative test, we find that as a function in $\mu$, the graph of the maximum value of $f(x, \mu)$ at $x(\mu)$, which is given by $h(\mu)=f(x(\mu), \mu)$, looks locally like a parabola that is tangent to the $\mu$-axis when $\mu=0$. See Figure 6.17. Therefore, as the parameter $\mu$ is varied and passes $\mu=0$, the maximum value of $f$ will occur on both sides of the $y$-axis creating stable and unstable critical points, see Figure 6.18. Therefore, a transcritical bifurcation takes place. This completes the proof.

## Exercises 6.3

1. Show that $x^{\prime}=\mu x+3 x^{2}$ undergoes a transcritical bifurcation and find the bifurcation value.
2. Show that $x^{\prime}=(2+\mu) x-5 x^{2}$ undergoes a transcritical bifurcation and find the bifurcation value.
3. Make up some examples that undergo transcritical bifurcations in higher dimensions and verify your claims.
4. Complete the case when $f(x, \mu)$ has a unique local minimum value in the proof of Theorem 6.3.4.

### 6.4 Pitchfork Bifurcation

In some applications, an object may move in the directions that are symmetric with respect to a certain position. For example, the buckling beam introduced in Chapter 1 could buckle to any direction from its vertical position. In those cases, the critical points tend to appear and disappear symmetrically, creating a type of bifurcations that are different from saddle-node and transcritical bifurcations. Let's begin with some examples.

Example 6.4.1 Consider the scalar differential equation

$$
\begin{equation*}
x^{\prime}=f(x, \mu)=\mu x-x^{3} \tag{4.1}
\end{equation*}
$$

where $\mu \in \Re$ is a parameter. Note that for any fixed $\mu$, function $y=\mu x-x^{3}$ is an odd function in $x$, which indicates that critical point will appear and disappear symmetrically with respect to the origin $x=0$, or the system has the left-right symmetry. See Figure 6.19 for the function $y=\mu x-x^{3}$, showing the stability properties.

Now, $x=0$ is a critical point that will never disappear. For $\mu \leq 0$, $x=0$ is the only critical point and is asymptotically stable; for $\mu>0$, two new asymptotically stable critical points appear at $x= \pm \sqrt{\mu}$, symmetrically about the origin, and $x=0$ loses its stability. Therefore, a bifurcation takes place at the bifurcation value $\mu=0$.


Figure 6.19: Pictures of the function $y=\mu x-x^{3}$, showing the stability properties

If we draw the bifurcation diagram for $f(x, \mu)=\mu x-x^{3}$ in Example 6.4.1, we get Figure 6.20, which looks like a "pitchfork." Therefore, due to their appearance, these bifurcations are called pitchfork bifurcations.

In an exercise, you are asked to verify that

$$
\begin{equation*}
x^{\prime}=f(x, \mu)=\mu x+x^{3}, \tag{4.2}
\end{equation*}
$$

also undergoes a pitchfork bifurcation at $\mu=0$, and that the bifurcation diagram is given in Figure 6.21.

Next, let's look at the difference between equations (4.1) and (4.2). In Eq. (4.1), $x=0$ of $x^{\prime}=\mu x$ is unstable for $\mu>0$, and $-x^{3}$ is used as a stabilizing term that changes the direction field and pulls the solutions back to the origin. In Eq. (4.2), however, things are so different, because


Figure 6.20: A bifurcation diagram determined by $x^{\prime}=\mu x-x^{3}$
$x=0$ of $x^{\prime}=\mu x$ is already unstable for $\mu>0$, in addition, $x^{3}$ is added as a destabilizing term that makes it even "more unstable," which in fact may cause "blow-up." That is, the solutions may approach $\infty$ at finite times, similar to what happened for $x^{\prime}=x^{2}$ discussed in Chapter 2.

The above discussions have applications in engineering, where the pitchfork bifurcations caused by "stabilizing terms," such as $-x^{3}$, are referred to as "safe" or "soft," or the bifurcating critical points $x= \pm \sqrt{\mu}$ are stable, and are called supercritical pitchfork bifurcations. On the other hand, the pitchfork bifurcations caused by "destabilizing terms," such as $x^{3}$, are referred to as "dangerous" or "hard," or the bifurcating critical points $x= \pm \sqrt{-\mu}$ are unstable, and are called subcritical pitchfork bifurcations. "Supercritical" and "subcritical" are used in different texts with different reasons. For example, in Golubitsky and Schaeffer [1979] they denote the directions in which bifurcations take place. That is, a pitchfork bifurcation at $\mu=\mu_{0}$ is said to be supercritical if there is locally only one critical point for $r<r_{0}$, or, "supercritical" bifurcates to the right. Accordingly, "subcritical" bifurcates to the left. (Here, the $\mu$-axis points to the right.)

Sometimes, notations and terminology in Bifurcation Theory are quite confusing and different texts use different words for the same phenomena. For example, "saddle-node" bifurcations here are called "turning point" bifurcations or "fold" bifurcations in other texts. They are called "blue sky" bifurcations in Abraham and Shaw [1988] to mean that two branches of critical points appear "out of the clear blue sky" as a parameter is varied.


Figure 6.21: A bifurcation diagram determined by $x^{\prime}=\mu x+x^{3}$

The following is an equation in $\Re^{2}$ that undergoes a pitchfork bifurcation. The analysis is left as an exercise.

Example 6.4.2 Consider

$$
\left\{\begin{align*}
x^{\prime} & =\mu x-x^{3}  \tag{4.3}\\
y^{\prime} & =-y
\end{align*}\right.
$$

Similar to Example 6.2.1, one only needs to analyze the first equation. It is left as an exercise to verify that Eq. (4.3) undergoes a pitchfork bifurcation, see Figure 6.22.

Next, let's analyze the Euler's buckling beam introduced in Chapter 1.

Example 6.4.3 (Euler's buckling beam) Revisit Euler's buckling beam introduced in Chapter 1. To analyze the beam better, we place the beam on the interval $[0,1]$ on the horizontal $w$-axis, shown in Figure 6.23, where a compressive force $\Gamma \geq 0$ is applied along its axis.

The viscous damping is denoted by $\delta>0$ and the membrane stiffness by $K>0$. Then, from Huang and Nachbar [1968], Holmes [1979], and Seydel [1988], the small deflections $v(w, t)$ of the beam satisfy the following partial differential equation

$$
\begin{equation*}
v_{w w w w}+\left[\Gamma-K \int_{0}^{1} v_{w}^{2}(h, t) d h\right] v_{w w}+\delta v_{t}+v_{t t}=0 \tag{4.4}
\end{equation*}
$$



Figure 6.22: A planar pitchfork bifurcation


Figure 6.23: Euler's buckling beam

To simplify Eq. (4.4), we assume that $v(w, t)$ is perfectly symmetric in the spatial variable $w$ about $w=0.5$ and $v(w, t)$ has only one extreme (maximum or minimum) in $w$ at $w=0.5$. Thus we may take $v(w, t)$ to be

$$
v(w, t)=u(t) \sin \pi w, \quad w \in[0,1], \quad t \geq 0
$$

where $u(t)$ denotes the amplitude in time $t$. (This is a very common practice in physics where the spatial variable $w$ and the time variable $t$ are separated in this way.) Plugging this into Eq. (4.4), one obtains an ordinary differential equation of the amplitude $u$ in the time variable $t$, given by

$$
\begin{equation*}
u^{\prime \prime}(t)+\delta u^{\prime}(t)-\pi^{2}\left(\Gamma-\pi^{2}\right) u(t)+\frac{1}{2} K \pi^{4} u^{3}(t)=0 \tag{4.5}
\end{equation*}
$$

To analyze Eq. (4.5), we change the variables $x=u$ and $y=u^{\prime}$, then we get

$$
\left\{\begin{array}{l}
x^{\prime}=y  \tag{4.6}\\
y^{\prime}=\pi^{2}\left(\Gamma-\pi^{2}\right) x-\delta y-\frac{1}{2} K \pi^{4} x^{3}
\end{array}\right.
$$

where $\delta>0$ and $K>0$ are regarded as constants and $\Gamma \geq 0$ as the only parameter. Now, $(0,0)$ is a critical point of Eq. (4.6) for all $\delta, K$, and $\Gamma$, and other candidates for critical points are given by

$$
\left( \pm \sqrt{\frac{2\left(\Gamma-\pi^{2}\right)}{K \pi^{2}}}, 0\right)
$$

Therefore, for $\Gamma \leq \pi^{2}$, Eq. (4.6) has only one critical point $(0,0)$ and for $\Gamma>\pi^{2}$, Eq. (4.6) has three critical points. Accordingly, a bifurcation takes place at $\Gamma=\pi^{2}$, which is called Euler's first buckling load.

Next, let's determine the stabilities of the critical points. For $(0,0)$, the matrix of the linearization is given by

$$
A=\left[\begin{array}{cc}
0 & 1  \tag{4.7}\\
\pi^{2}\left(\Gamma-\pi^{2}\right) & -\delta
\end{array}\right]
$$

thus, $p=\operatorname{tr} A=-\delta<0$ and $q=\operatorname{det} A=-\pi^{2}\left(\Gamma-\pi^{2}\right)=\pi^{2}\left(\pi^{2}-\Gamma\right)$. Therefore, from the Distribution Diagram 6.1 in Section 1 for planar equations, we find that $(0,0)$ is stable for $\Gamma<\pi^{2}$ and unstable (saddle) for $\Gamma>\pi^{2}$. In practice, this means that the beam will buckle if the compressive force $\Gamma>\pi^{2}$.

For the critical point $\left(\sqrt{\frac{2\left(\Gamma-\pi^{2}\right)}{K \pi^{2}}}, 0\right)$ under the condition $\Gamma>\pi^{2}$, we change the variables $x_{1}=x-\sqrt{\frac{2\left(\Gamma-\pi^{2}\right)}{K \pi^{2}}}$ and $y_{1}=y$, then (left as an exercise) the matrix of the linearization is given by

$$
A=\left[\begin{array}{cc}
0 & 1  \tag{4.8}\\
-2 \pi^{2}\left(\Gamma-\pi^{2}\right) & -\delta
\end{array}\right]
$$

thus, $p=\operatorname{tr} A=-\delta<0$ and $q=\operatorname{det} A=2 \pi^{2}\left(\Gamma-\pi^{2}\right)>0$. Therefore, from the Distribution Diagram 6.1, we find that $\left(\sqrt{\frac{2\left(\Gamma-\pi^{2}\right)}{K \pi^{2}}}, 0\right)$ is stable. It is also left as an exercise to verify that $\left(-\sqrt{\frac{2\left(\Gamma-\pi^{2}\right)}{K \pi^{2}}}, 0\right)$ is also stable. Accordingly, the bifurcation is a pitchfork bifurcation, (in fact, it is supercritical).

In Eq. (4.6), which is an equation in $\Re^{2}$, we are only interested in the quantity $x=u$ (amplitude). Therefore, we have the bifurcation diagram in the ( $\Gamma, u$ ) plane in Figure 6.24. The diagram in Figure 6.24 shows the symmetry of the two branches around the $\Gamma$-axis, which reveals our basic assumption of perfect symmetry. This means that the beam could buckle in any direction in space. When we treat the beam only in the ( $w, v$ ) plane, then the beam may buckle "up" (when $u$ is positive) or "down" (when $u$ is negative), as shown in Figure 6.25.


Figure 6.24: A bifurcation diagram of Euler's buckling beam in the ( $\Gamma, u$ ) plane using $u= \pm \sqrt{\frac{2\left(\Gamma-\pi^{2}\right)}{K \pi^{2}}}$


Figure 6.25: The beam may buckle "up" or "down"

Next, let's examine a phenomenon that frequently occurs in physics applications.

Example 6.4.4 (Hysteresis) We have indicated earlier that the term $x^{3}$ in the subcritical pitchfork bifurcation of $x^{\prime}=\mu x+x^{3}$ will destabilize the system and cause some danger. In physics applications, a higher order term is then added to stabilize the system. For simplicity, we assume $-x^{5}$ is added such that $f(x, \mu)=\mu x+x^{3}-x^{5}$ is still an odd function in $x$. Now, $x=0$ is a critical point for any $\mu$. To get other nonzero (real) critical points, we solve

$$
\mu+x^{2}-x^{4}=0, \quad \text { or } \quad x^{2}=\frac{1 \pm \sqrt{1+4 \mu}}{2}
$$

from which we find none such critical points for $\mu<-\frac{1}{4}$, two such critical points if $\mu=-\frac{1}{4}$, four such critical points if $\mu \in\left(-\frac{1}{4}, 0\right)$, and two such critical points if $\mu \geq 0$. Next, since $\lim _{x \rightarrow \infty} f(x, \mu)=-\infty$ and $f$ is odd in $x$, we must have Figure 6.26, which also shows the stabilities.


Figure 6.26: Pictures of $f(x, \mu)=\mu x+x^{3}-x^{5}$, showing the critical points and stabilities

Accordingly, we derive the bifurcation diagram in Figure 6.27.
Now, let's start the system in the state $x=0$ and increase the parameter $\mu$; see the arrows in Figure 6.27. The state remains at the origin until $\mu=0$. Then, as $\mu$ is increased, the origin loses its stability and the state will jump to one of the two large-amplitude branches. If $\mu$ is decreased now, the state will not jump back to $x=0$ at $\mu=0$, instead it will remain on the large-amplitude branch until $\mu=-\frac{1}{4}$, at which the state jumps back to the


Figure 6.27: The bifurcation diagram of $x^{\prime}=\mu x+x^{3}-x^{5}$, showing the hysteresis effect
origin. This phenomenon, involving the jumps and nonreversible behavior, is referred to as the hysteresis in physics applications. It is also one expression stating that the choice of the stable critical point by a system depends on the past history of the system. The arrows in Figure 6.27 are said to form a hysteresis loop. Applications in physics, such as magnetic hysteresis of a magnetic field, can be found in Erber, Guralnik, and Latal [1972].

Finally, if we analyze the forms of equations in (4.1) and (4.2), we find that

$$
\begin{equation*}
\mu x \pm x^{3}=x\left(\mu \pm x^{2}\right) \tag{4.9}
\end{equation*}
$$

and $\mu \pm x^{2}$ are the typical cases, or normal forms, for saddle-node bifurcations. Thus, we consider

$$
\begin{equation*}
f(x, \mu)=x g(x, \mu) \tag{4.10}
\end{equation*}
$$

for pitchfork bifurcations. Now, if we can argue that $g(x, \mu)$ undergoes a saddle-node bifurcation near $(0,0)$, or the graph of $g(x, \mu)$ is a parabola around the origin $x=0$ for $x$ and $\mu$ small, and the parabola moves above or below the $x$-axis as $\mu$ is varied and passes $\mu=0$, then $x g(x, \mu)$ will cause the two critical points to have the same stability property. That is, a pitchfork bifurcation will take place, see Figure 6.28.


Figure 6.28: Local pictures for $g(x, \mu)$ and $x g(x, \mu)$

According to this remark and geometric interpretation, we have the following result concerning pitchfork bifurcations for scalar differential equations. The proof is left as an exercise.

Theorem 6.4.5 (Pitchfork bifurcation) Let $f(x, \mu)$ in Eq. (1.1) be a scalar function defined on $\Re^{2}$. If $f(x, \mu)=x g(x, \mu)$ and $g$ has continuous second partial derivatives such that

$$
\begin{equation*}
g(0,0)=0, \quad \frac{\partial g}{\partial x}(0,0)=0, \quad \frac{\partial^{2} g}{\partial x^{2}}(0,0) \neq 0, \quad \frac{\partial g}{\partial \mu}(0,0) \neq 0 \tag{4.11}
\end{equation*}
$$

Then Eq. (1.1) undergoes a pitchfork bifurcation at $(x, \mu)=(0,0)$.

## Exercises 6.4

1. Verify that

$$
\begin{equation*}
x^{\prime}=f(x, \mu)=\mu x+x^{3} \tag{4.12}
\end{equation*}
$$

undergoes a pitchfork bifurcation at $\mu=0$, and that the bifurcation diagram is given in Figure 6.21.
2. Verify that the equation

$$
\left\{\begin{array}{l}
x^{\prime}=\mu x-x^{3},  \tag{4.13}\\
y^{\prime}=-y,
\end{array}\right.
$$

undergoes a pitchfork bifurcation, and that the phase portraits are given in Figure 6.22.
3. In Example 6.4.3 of Euler's buckling beam, for the critical point ( $\sqrt{\frac{2\left(\Gamma-\pi^{2}\right)}{K \pi^{2}}}, 0$ ) when $\Gamma>\pi^{2}$ and the change of variables $x_{1}=x-$ $\sqrt{\frac{2\left(\Gamma-\pi^{2}\right)}{K \pi^{2}}}$ and $y_{1}=y$, verify that the matrix of linearization is given by

$$
A=\left[\begin{array}{cc}
0 & 1  \tag{4.14}\\
-2 \pi^{2}\left(\Gamma-\pi^{2}\right) & -\delta
\end{array}\right] .
$$

4. In Example 6.4.3 of Euler's buckling beam, verify that $\left(-\sqrt{\frac{2\left(\Gamma-\pi^{2}\right)}{K \pi^{2}}}, 0\right)$ is also stable.
5. In Example 6.4.4 concerning hysteresis, verify for $f(x, \mu)=\mu x+x^{3}-x^{5}$ that we must have Figure 6.26.
6. In Example 6.4.4 concerning hysteresis, verify that the bifurcation diagram is given in Figure 6.27.
7. Prove Theorem 6.4.5.

### 6.5 Poincaré-Andronov-Hopf Bifurcation

So far, we have seen saddle-node, transcritical, and pitchfork bifurcations, where critical points can be created and destroyed, and their stability properties can be changed when some parameters are varied. If we analyze the examples given above for those bifurcations, we find that the eigenvalues of the linearizations for those equations are all real numbers. Next, we use the following example to introduce some other possibilities.

Example 6.5.1 Consider the differential equation in $\Re^{2}$,

$$
\left\{\begin{array}{l}
x^{\prime}=\mu x+y-x\left(x^{2}+y^{2}\right)  \tag{5.1}\\
y^{\prime}=-x+\mu y-y\left(x^{2}+y^{2}\right),
\end{array}\right.
$$

where $\mu \in \Re$ is a parameter. When $\mu=0$, the matrix of the linearization has a pair of pure imaginary eigenvalues. Following Chapter 4, we change

Eq. (5.1) to polar coordinates in order to better analyze the system. That is, let $x(t)=r(t) \cos \theta(t), \quad y(t)=r(t) \sin \theta(t)$, and obtain

$$
\left\{\begin{array}{l}
r^{\prime}=r\left(\mu-r^{2}\right)=\mu r-r^{3}  \tag{5.2}\\
\theta^{\prime}=-1
\end{array}\right.
$$

Now, we find that for $\mu \leq 0$, the origin is an asymptotically stable spiral point since $r \searrow 0$ and $\theta \rightarrow-\infty$ as $t \rightarrow \infty$. However, as soon as $\mu$ becomes positive, $r^{\prime}=r\left(\mu-r^{2}\right)=0$ has a positive constant solution $r=\sqrt{\mu}$, hence a circle appears with radius $\sqrt{\mu}$. Moreover, when we regard the equation $r^{\prime}=r\left(\mu-r^{2}\right)$ as a scalar differential equation on the $r$-axis, we find that for a solution $r(t), 0<r(0)<\sqrt{\mu}$ implies $r^{\prime}(t)>0$, and $r(0)>\sqrt{\mu}$ implies $r^{\prime}(t)<0$. Thus, $r=\sqrt{\mu}$ is asymptotically stable for the scalar differential equation $r^{\prime}=r\left(\mu-r^{2}\right)$. Translating this result back to Eq. (5.2) or Eq. (5.1), we conclude that the circle $r=\sqrt{\mu}$ (when $\mu>0$ ) for Eq. (5.2), or Eq. (5.1) is an asymptotically stable periodic solution and attracts all nonzero solutions, and the origin (which is still a solution now) becomes unstable. See Figure 6.29.

That is, as the parameter $\mu$ increases through $\mu=0$, the critical point $r=0$ (origin) of the system splits into the critical point $r=0$ and the circle $r=\sqrt{\mu}$, and the stability of $r=0$ is "transferred" to the circle $r=\sqrt{\mu}$. These changes are qualitative property changes, thus we say that Eq. (5.1) undergoes a bifurcation at the bifurcation value $\mu=0$.

Remark 6.5.2 The asymptotic stability of periodic solutions (orbits) requires further explanation. For a general autonomous differential equation $x^{\prime}=f(x)$ in $\Re^{n}$, if $x(t)=x\left(t, 0, x_{0}\right), t \geq 0$, is a periodic orbit, then $y(t)=x\left(t+t_{1}, 0, x_{0}\right), t \geq 0$, is also a periodic orbit for a constant $t_{1} \in \Re$. Now, $t_{1}$ can be chosen so that $y(0)=x\left(t_{1}, 0, x_{0}\right)$ is different from, but close to $x_{0}$, hence $|x(t)-y(t)|$ will not approach zero as $t \rightarrow \infty$ (because the initial difference will be carried after each period). Therefore, $x(t)$ is not asymptotically stable using the definition given in Chapter 5. However, the circle $r=\sqrt{\mu}$ in Example 6.5 .1 should be asymptotically stable in some sense! In fact, $r=\sqrt{\mu}$ is asymptotically stable using the definition given in Chapter 5 if other solutions used to compare the differences do not have the same solution curve of $r=\sqrt{\mu}$ in $\Re^{2}$. Therefore, when we speak of "asymptotic stability of a periodic orbit $x(t)$ " in this book, we slightly modify the definition given in Chapter 5 by requiring that other solutions used to compare the differences do not have the same solution curve of $x(t)$ in $\Re^{n}$, and we call it L-asymptotically stable.


Figure 6.29: The stabilities for the circle $r=\sqrt{\mu}($ when $\mu>0)$ and the origin

The bifurcation in Example 6.5.1 is different from all other bifurcations we have seen so far, and it can only happen for equations in $\Re^{n}$ with $n \geq 2$, because a pair of conjugate complex eigenvalues for the linearization are needed to cross the pure imaginary axis as the parameter is varied.

The geometric interpretation of the bifurcation in Example 6.5.1 is that for $\mu \leq 0$, the origin is a stable spiral point that attracts local solutions; as soon as $\mu>0$, then, all of a sudden, a balloon pops out, and $x=0$ transfers its stability to the circles on the balloon and repels solutions to those circles. See Figure 6.30.


Figure 6.30: A geometric interpretation of bifurcation in Eq. (5.1)

The following Figure 6.31 is the bifurcation diagram for Eq. (5.1) according to the radius $r=\sqrt{\mu}$, where $r=0$ corresponds to the origin $(x, y)=(0,0)$.


Figure 6.31: A bifurcation diagram of Eq. (5.1) according to $r=\sqrt{\mu}$

Another explanation of the bifurcation in Example 6.5.1 is that when $\mu$ increases through $\mu=0$, the two conjugate complex eigenvalues cross the pure imaginary axis (from the left to the right). Then, from the Distribution Diagram 6.1, the origin will change from "spiral in" to "spiral out," which indicates that a circle or a periodic orbit surrounding the origin should be created to "compromise" or "balance" the two different flows.

The above phenomenon was discovered by Poincaré [1892] and proved by Andronov [1929] for equations in $\Re^{2}$ and then proved by Hopf [1942] for equations in $\Re^{n}$ for any $n \geq 2$ (where there is only one pair of pure imaginary eigenvalues and no other eigenvalues with zero real parts). To give all of them credit, we call this type of bifurcations the Poincaré-AndronovHopf bifurcations. Since these bifurcations address the creation of periodic orbits, it can be applied to physical problems where oscillations can be turned on or off.

Next, we state the celebrated Poincaré-Andronov-Hopf bifurcation theorem for equations in $\Re^{2}$ without proof, because the proof is beyond the scope of this book since the complicated analysis involves higher order nonlinear terms. See Marsden and McCracken [1976], Hassard, Kazarinoff, and Wan [1980], Chow and Hale [1982], Guckenheimer and Holmes [1986], Wiggins [1990], Arrowsmith and Place [1990], Hale and Kocak [1991], and Glendinning [1994] for additional references.

Theorem 6.5.3 (Poincaré-Andronov-Hopf bifurcation) Let $f(x, \mu)$ in $x^{\prime}=f(x, \mu)$ be defined on $\Re^{2} \times \Re$ with $f(0, \mu)=0$. Assume that $f$ has continuous third partial derivatives such that the linearization of $f$ in $x$ at $x=0$, given by $\frac{\partial f}{\partial x}(0, \mu)$, has the eigenvalues

$$
\alpha(\mu) \pm i \beta(\mu)
$$

with $\alpha(0)=0, \quad \beta(0) \neq 0$. Moreover, if the eigenvalues cross the pure imaginary axis with nonzero speed, that is,

$$
\left.\frac{d}{d \mu} \alpha(\mu)\right|_{\mu=0} \neq 0
$$

then, for any domain $D$ in $\Re^{2}$ containing the origin and any given $\mu_{0}>0$, there is a $\mu^{*}$ with $\left|\mu^{*}\right|<\mu_{0}$ such that the differential equation $x^{\prime}=f\left(x, \mu^{*}\right)$ has a (nontrivial) periodic orbit in domain $D$.

Example 6.5.4 (van der Pol's oscillator) Let's apply Theorem 6.5.3 to the equation of van der Pol's oscillator, given by

$$
y^{\prime \prime}-\left(2 \mu-y^{2}\right) y^{\prime}+y=0
$$

for a small scalar parameter $\mu$, which is equivalent to

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=x_{2}  \tag{5.3}\\
x_{2}^{\prime}=-x_{1}+2 \mu x_{2}-x_{1}^{2} x_{2}
\end{array}\right.
$$

The eigenvalues of the linearization at the origin are given by $\mu \pm i \sqrt{1-\mu^{2}}$ for $\mu$ small. Now, the conditions of Theorem 6.5.3 are satisfied, thus there exist periodic orbits of Eq. (5.3) near the origin for small values of $\mu$.

Although we are not going to prove the Poincaré-Andronov-Hopf bifurcation theorem, we will briefly outline the major steps of how this theorem is derived. This will help determine the stability properties of the bifurcating periodic orbits. According to the reference books Wiggins [1990], Hale and Kocak [1991], and Glendinning [1994], we assume that a series of reductions have been performed, such that $x^{\prime}=f(x, \mu)$ is transformed to its normal form, given by

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=\alpha(\mu) x_{1}-\beta(\mu) x_{2}+\left[a(\mu) x_{1}-b(\mu) x_{2}\right]\left(x_{1}^{2}+x_{2}^{2}\right)+O\left(|x|^{5},\left|x_{2}\right|^{5}\right)  \tag{5.4}\\
x_{2}^{\prime}=\beta(\mu) x_{1}+\alpha(\mu) x_{2}+\left[b(\mu) x_{1}+a(\mu) x_{2}\right]\left(x_{1}^{2}+x_{2}^{2}\right)+O\left(|x|^{5},\left|x_{2}\right|^{5}\right)
\end{array}\right.
$$

where $O$ (called "big O ") denotes the terms of the same or higher orders than the arguments. Similar to Example 6.5.1, Eq. (5.4) is changed to polar coordinates, given by

$$
\left\{\begin{array}{l}
r^{\prime}=\alpha(\mu) r+a(\mu) r^{3}+O\left(r^{5}\right)  \tag{5.5}\\
\theta^{\prime}=\beta(\mu)+b(\mu) r^{2}+O\left(r^{4}\right)
\end{array}\right.
$$

Next, since we are concerned with the system near $\mu=0$, we use Taylor expansions for functions in $\mu$ about $\mu=0$ and obtain

$$
\left\{\begin{array}{l}
r^{\prime}=k \mu r+a r^{3}+O\left(\mu^{2} r, \mu r^{3}, r^{5}\right)  \tag{5.6}\\
\theta^{\prime}=\beta+c \mu+b r^{2}+O\left(\mu^{2}, \mu r^{2}, r^{4}\right)
\end{array}\right.
$$

where $\alpha(0)=0$ is used in deriving Eq. (5.6) (since we assume that the eigenvalues of the linearization cross the pure imaginary axis when $\mu=0$ ), and

$$
k=\alpha^{\prime}(0) \neq 0, a=a(0), \beta=\beta(0) \neq 0, c=\beta^{\prime}(0), b=b(0)
$$

(here $\alpha^{\prime}$ and $\beta^{\prime}$ denote the differentiation with respect to $\mu$ ). The truncated normal form of Eq. (5.6) up to order three is given by

$$
\left\{\begin{align*}
r^{\prime} & =k \mu r+a r^{3}=r\left(\mu k+a r^{2}\right)  \tag{5.7}\\
\theta^{\prime} & =\beta+c \mu+b r^{2}
\end{align*}\right.
$$

Eq. (5.7) is similar to Eq. (5.2) of Example 6.5.1, thus the results about Eq. (5.2) indicate that for Eq. (5.7), if the first equation in $r$ undergoes a bifurcation and the $\theta$ in the second equation goes to $\pm \infty$, then circles will appear, or a Poincaré-Andronov-Hopf bifurcation will take place for Eq. (5.7). Finally, for Eq. (5.6) which contains higher order terms, the results in the aforementioned reference books show that if a Poincaré-Andronov-Hopf bifurcation happens to Eq. (5.7), then it also happens to Eq. (5.6). (This part of dealing with higher order terms is the most difficult step in the proof of the Poincaré-Andronov-Hopf bifurcation theorem.)

The above is an outline of how the Poincaré-Andronov-Hopf bifurcation theorem is derived. Next, we analyze Eq. (5.7) in order to find more details about Poincaré-Andronov-Hopf bifurcations and the stabilities of the bifurcating periodic orbits. First, we have the following result. The proof is left as an exercise.

Lemma 6.5.5 Consider Eq. (5.7) for sufficiently small $\mu$.

1. Assume $a=0$. Then the origin is a stable spiral point when $\mu k<0 ; a$ center when $\mu=0$; and an unstable spiral point when $\mu k>0$. And a Poincaré-Andronov-Hopf bifurcation will not occur (that is, no periodic orbits when $\mu \neq 0$ ).
2. If $a \neq 0$ and $\frac{\mu k}{a}<0$, then

$$
\begin{equation*}
(r(t), \theta(t))=\left(\sqrt{\frac{-\mu k}{a}},\left[\beta+c \mu+\frac{-b \mu k}{a}\right] t+\theta_{0}\right) \tag{5.8}
\end{equation*}
$$

is a periodic orbit of Eq. (5.7).
3. The periodic orbit given in (5.8) (when $\frac{\mu k}{a}<0$ ) is L-asymptotically stable if $a<0$; unstable if $a>0$.
4. The origin is a critical point of Eq. (5.7) for all $\mu$. At $\mu=0$, the origin is asymptotically stable if $a<0$; unstable if $a>0$.

Accordingly, in order for a Poincaré-Andronov-Hopf bifurcation to take place, we must have $a \neq 0$. Also note that if a Poincaré-Andronov-Hopf bifurcation does happen to Eq. (5.7), then, since we need the radius $r>0$, Eq. (5.7) has a unique periodic orbit having the amplitude $O(\sqrt{|\mu|})$ for each fixed $\mu \neq 0$ and small. Now, if the bifurcating periodic orbit is stable, then the origin is unstable since it repels the solutions to the circle, and vice versa.

Based on these observations, and knowing that the properties concerning bifurcations for Eq. (5.6) and Eq. (5.7) are the same, we can state the Poincaré-Andronov-Hopf bifurcation theorem for Eq. (5.6) in the following format, depending on the signs of the constants $a \neq 0$ and $k \neq 0$.

Theorem 6.5.6 (Poincaré-Andronov-Hopf bifurcation) Consider the full normal form Eq. (5.6). For $\mu$ sufficiently small, one of the following four cases holds.

1. $a<0$ and $k>0$. Now, for $\mu \leq 0$, the origin is an asymptotically stable critical point; for $\mu>0$, the origin is an unstable critical point and there exists a L-asymptotically stable periodic orbit. See Figure 6.32.
2. $a<0$ and $k<0$. Now, for $\mu \geq 0$, the origin is an asymptotically stable critical point; for $\mu<0$, the origin is an unstable critical point and there exists a L-asymptotically stable periodic orbit. See Figure 6.33.


Figure 6.32: Case 1: $a<0$ and $k>0$. Supercritical
3. $a>0$ and $k>0$. Now, for $\mu \geq 0$, the origin is an unstable critical point; for $\mu<0$, the origin is an asymptotically stable critical point and there exists an unstable periodic orbit. See Figure 6.34.
4. $a>0$ and $k<0$. Now, for $\mu \leq 0$, the origin is an unstable critical point; for $\mu>0$, the origin is an asymptotically stable critical point and there exists an unstable periodic orbit. See Figure 6.35.

The first two cases are called "supercritical" because the bifurcating periodic orbits are stable; the last two cases are called "subcritical" because the bifurcating periodic orbits are unstable. The results for the above four cases can be verified for Eq. (5.7), see an exercise.

Next, we point out that hysteresis could also happen to Poincaré-Andronov-Hopf bifurcations, similar to what happened to subcritical pitchfork bifurcations.


Figure 6.33: Case 2: $a<0$ and $k<0$. Supercritical


Figure 6.34: Case 3: $a>0$ and $k>0$. Subcritical


Figure 6.35: Case 4: $a>0$ and $k<0$. Subcritical

Example 6.5.7 (Hysteresis) Consider the differential equation in polar coordinates,

$$
\left\{\begin{array}{l}
r^{\prime}=\mu r+r^{3}-r^{5}  \tag{5.9}\\
\theta^{\prime}=1
\end{array}\right.
$$

where the first equation for $r$ is the same as the equation in Example 6.4.4 for $x$. Hence the analysis and Figure 6.27 of Example 6.4.4 can be used here, with the difference that now we must have $r \geq 0$. Accordingly, the origin is a stable critical point for $\mu<0$, and an unstable critical point for $\mu \geq 0$. For $\mu \in\left(-\frac{1}{4}, 0\right)$, two circles appear with one stable and the other unstable. See Figure 6.36.

As $\mu$ increases toward zero, the unstable periodic orbit shrinks to become the origin when $\mu=0$ and thus makes the origin unstable afterward for $\mu>0$. At this point the stable periodic orbit is the only periodic orbit left that now attracts all solutions (including even those that were attracted to the origin when $\mu<0$ ).

In physics applications, hysteresis effect says that once large-amplitude oscillations have turned on for $\mu \geq 0$, they cannot be turned off by bringing $\mu$ back to zero. In fact, when $\mu$ is decreasing from positive to negative,
the large-amplitude oscillations will be kept on until $\mu=-\frac{1}{4}$, where the stable and unstable periodic orbits collide and then, when $\mu<-\frac{1}{4}$, the large-amplitude oscillations are turned off and the system jumps to the origin, see Figure 6.27. Applications of Poincaré-Andronov-Hopf bifurcations with hysteresis effects can be found in Drazin and Reid [1981], Dowell and Ilgamova [1988], and Strogatz [1994].


Figure 6.36: A Poincaré-Andronov-Hopf bifurcation with hysteresis

## Exercises 6.5

1. In Example 6.5.1, verify that for $\mu \leq 0$, the origin is an asymptotically stable spiral point.
2. In Remark 6.5.2, prove that a periodic orbit $x(t)$ is not asymptotically stable using the definition given in Chapter 5 . Then prove that it is asymptotically stable using the definition given in Chapter 5 if other solutions used to compare the differences do not have the same solution curve of $x(t)$. Give some details for the circle $r=\sqrt{\mu}$ in Example 6.5.1.
3. Prove Lemma 6.5.5.
4. Use the analysis in Example 6.5.1 to verify the four cases in Theorem 6.5.6 for Eq. (5.7).

## Chapter 7

## Chaos

### 7.1 Introduction

Consider the autonomous differential equation with parameter,

$$
\begin{equation*}
x^{\prime}(t)=f(x(t), \mu), \text { or } x^{\prime}=f(x, \mu), \tag{1.1}
\end{equation*}
$$

where $(t, x) \in \Re \times \Re^{n}$ and the parameter $\mu$ is in a domain $D_{0} \subset \Re^{k}, k \geq 1$. In Chapter 6, we obtained some results concerning bifurcations for onedimensional and two-dimensional differential equations. For example, we know that when some parameters are varied, critical points and periodic orbits can be created or destroyed, and their stabilities can be changed. In this chapter, we will see that things that are even more "severe" or "worse" than bifurcations can also occur.

First, based on our understanding of differential equations thus far, let's ask what do we "expect" of solutions of differential equations. We know from Chapter 2 that, under some appropriate conditions, the dependence of solutions with respect to initial data and parameters is smooth, so we expect that for the initial values that are nearby, the corresponding solutions on any finite interval should be "reasonably close," or display "similar" qualitative properties. Next, differential equations are used to model the movements of certain systems in applications, thus we expect that the long term properties of these systems can be predicted using the solutions. Briefly, we expect that solutions of differential equations behave in an "orderly fashion."

However, we will see that even for some innocuous looking differential equations, the solutions could behave very "badly," or behave in some very strange and complex fashion. In other words, the solutions that started with the initial values nearby display radically different qualitative properties, and for all practical purposes, prediction of the state of the system is limited to relatively short time intervals since long term prediction is impossible. This situation is nowadays generally described as chaos, a word that to the ancient Greeks denoted the infinite formless space that existed before the creation of the universe.

Let's begin with some examples.
Example 7.1.1 Consider the scalar differential equation

$$
x^{\prime}=2 x
$$

whose solutions are given by

$$
x\left(t, 0, x_{0}\right)=x_{0} e^{2 t}, \quad t \geq 0
$$

and $\phi(t)=0, t \geq 0$, is also a solution. Now, for $x_{0} \neq 0$ but small, solutions $x\left(t, 0, x_{0}\right)$ and $\phi$ start with their corresponding initial values $x_{0}$ and 0 that are nearby, but their difference,

$$
\left|x\left(t, 0, x_{0}\right)-\phi(t)\right|=\left|x_{0} e^{2 t}-0\right|=\left|x_{0}\right| e^{2 t}
$$

grows to $\infty$ as $t \rightarrow \infty$. Is there anything strange about this system? The answer is no, because even though the small initial discrepancy grows large, we understand the behavior of the solution $x_{0} e^{2 t}$. That is, the long term behavior of the solution $x_{0} e^{2 t}$ is predictable. (It goes to $\pm \infty$ depends on the sign of $x_{0}$.) Therefore, there is nothing strange about this system.

Next, let's look at some cases that are even "worse" than the bifurcations in Chapter 6. For example, if you continue to squeeze a small piece of straight thin wood, the wood will not only buckle, but will eventually break. Or if you continue to inflate a tire, after a while the tire will burst. Here, "break" or "burst" indicates that the system undergoes a drastic and irreversible qualitative property change, which is more severe than bifurcations. If there is a solution describing the wood or tire, then after it breaks or bursts, the solution even ceases to exist. Another way to think about this is that when the parameters are varied, a system goes from "having orders" to "without orders." The next example will pave a way toward some strange and complex phenomena.

Example 7.1.2 Let $x_{0}$ be any fixed number in $[0,1]$ and consider a recursion relation

$$
x_{1}=\mu \sin \pi x_{0}, x_{2}=\mu \sin \pi x_{1}, \cdots, x_{m+1}=\mu \sin \pi x_{m}, \quad m=0,1,2, \cdots,
$$

where $\mu \in[0,1]$ is regarded as a parameter. We will demonstrate later that recursion relations are related to differential equations. For $x_{0}=0.5$ and $\mu=0.7$, a calculation using the software called Maple with the code
$\mathrm{x}[0]:=0.5$;
for i from 1 by 1 to 100 do
$\mathrm{x}[\mathrm{i}]:=\operatorname{evalf}\left(0.7^{*} \sin \left(\mathrm{Pi}^{*} \mathrm{x}[\mathrm{i}-1]\right)\right)$;
od;
gives the following result (note that we use $x[m]$ for $x_{m}$ because it is what you will see in Maple),
$\mathrm{x}[1]=.7, \mathrm{x}[2]=.566311, \mathrm{x}[3]=.684865, \mathrm{x}[4]=.585227, \mathrm{x}[5]=.675057, \mathrm{x}[6]$ $=.596781, \mathrm{x}[7]=.667892, \mathrm{x}[8]=.604865, \mathrm{x}[9]=.662355, \mathrm{x}[10]=.610902$, $\mathrm{x}[11]=.657941, \mathrm{x}[12]=.615582, \mathrm{x}[13]=.654356, \mathrm{x}[14]=.619296, \mathrm{x}[15]=$ $.651411, \mathrm{x}[16]=.622289, \mathrm{x}[17]=.648973, \mathrm{x}[18]=.624726, \mathrm{x}[19]=.646945$, $\mathrm{x}[20]=.626724, \cdots \cdots$
$\mathrm{x}[81]=.636603, \mathrm{x}[82]=.636523, \mathrm{x}[83]=.636596, \mathrm{x}[84]=.636529, \mathrm{x}[85]=$ $.636590, \mathrm{x}[86]=.636534, \mathrm{x}[87]=.636586, \mathrm{x}[88]=.636539, \mathrm{x}[89]=.636582$, $\mathrm{x}[90]=.636542, \mathrm{x}[91]=.636578, \mathrm{x}[92]=.636545, \mathrm{x}[93]=.636575, \mathrm{x}[94]=$ $.636548, \mathrm{x}[95]=.636573, \mathrm{x}[96]=.636550, \mathrm{x}[97]=.636571, \mathrm{x}[98]=.636552$, $\mathrm{x}[99]=.636569, \mathrm{x}[100]=.636553$.

Now, the sequence $\left\{x_{m}\right\}$ will approach $x^{*}=.6365$, thus we call $x^{*}=$ .6365 an attractor, or a period-1 cycle. See Figure 7.1, where a "corner point" denotes a point ( $m, x_{m}$ ), and the straight line segments linking the points are used to guide you see the trend; that is, only the corner points in the figure are meaningful.

For $x_{0}=0.5$ and $\mu=0.8$, we replace 0.7 in the above code by 0.8 and get
$\mathrm{x}[1]=.8, \mathrm{x}[2]=.470228, \mathrm{x}[3]=.796503, \mathrm{x}[4]=.477309, \mathrm{x}[5]=.797968, \mathrm{x}[6]$ $=.474349, \mathrm{x}[7]=.797403, \mathrm{x}[8]=.475490, \mathrm{x}[9]=.797629, \mathrm{x}[10]=.475034$, $\mathrm{x}[11]=.797540, \mathrm{x}[12]=.475214, \mathrm{x}[13]=.797576, \mathrm{x}[14]=.475143, \mathrm{x}[15]=$ $.797562, \mathrm{x}[16]=.475171, \mathrm{x}[17]=.797567, \mathrm{x}[18]=.475160, \mathrm{x}[19]=.797565$, $\mathrm{x}[20]=.475164, \cdots \cdots$


Figure 7.1: An attractor $x^{*}=.6365$ of the recursion relation $x_{m+1}=$ $0.7 \sin \pi x_{m}$
$\mathrm{x}[81]=.797565, \mathrm{x}[82]=.475163, \mathrm{x}[83]=.797565, \mathrm{x}[84]=.475163, \mathrm{x}[85]=$ $.797565, \mathrm{x}[86]=.475163, \mathrm{x}[87]=.797565, \mathrm{x}[88]=.475163, \mathrm{x}[89]=.797565$, $\mathrm{x}[90]=.475163, \mathrm{x}[91]=.797565, \mathrm{x}[92]=.475163, \mathrm{x}[93]=.797565, \mathrm{x}[94]=$ $.475163, \mathrm{x}[95]=.797565, \mathrm{x}[96]=.475163, \mathrm{x}[97]=.797565, \mathrm{x}[98]=.475163$, $\mathrm{x}[99]=.797565, \mathrm{x}[100]=.475163$.

Now,

$$
\left\{x_{1}^{*}=.475163, x_{2}^{*}=.797565\right\}
$$

consists of two attractors, or it forms a period-2 cycle since $\left\{x_{m}\right\}$ oscillate and approach each of the two numbers after every two iterations, see Figure 7.2 .

So far, the sequences of iterations are still behaving in an orderly fashion and the properties of the iterations can be predicted. Next, we will see that for some other parameter $\mu$ values, there are no orders at all. We still take $x_{0}=0.5$ but use $\mu=0.95$, then we get
$\mathrm{x}[1]=.95, \mathrm{x}[2]=.148612, \mathrm{x}[3]=.427597, \mathrm{x}[4]=.925530, \mathrm{x}[5]=.220232, \mathrm{x}[6]$ $=.606088, \mathrm{x}[7]=.897723, \mathrm{x}[8]=.300019, \mathrm{x}[9]=.768599, \mathrm{x}[10]=.631374$, $\mathrm{x}[11]=.870229, \mathrm{x}[12]=.376661, \mathrm{x}[13]=.879571, \mathrm{x}[14]=.350907, \mathrm{x}[15]=$ .847681, ......


Figure 7.2: Attractors $x_{1}^{*}=.475163$ and $x_{2}^{*}=.797565$ of the recursion relation $x_{m+1}=0.8 \sin \pi x_{m}$
$\mathrm{x}[81]=.497496, \mathrm{x}[82]=.949970, \mathrm{x}[83]=.148699, \mathrm{x}[84]=.427828, \mathrm{x}[85]=$ $.925685, \mathrm{x}[86]=.219782, \mathrm{x}[87]=.605052, \mathrm{x}[88]=.898730, \mathrm{x}[89]=.297167$, $\mathrm{x}[90]=.763567, \mathrm{x}[91]=.642518, \mathrm{x}[92]=.856359, \mathrm{x}[93]=.414295, \mathrm{x}[94]=$ $.915772, \mathrm{x}[95]=.248453, \mathrm{x}[96]=.668480, \mathrm{x}[97]=.820004, \mathrm{x}[98]=.509025$, $\mathrm{x}[99]=.949618, \mathrm{x}[100]=.149738$.

Now, unlike the first two cases, the iterations $\left\{x_{m}\right\}$ never settle down to a single attractor or a periodic cycle. Or, there are no orders and the behavior of the iterations is unpredictable. In fact, if we plot more points of $\left(m, x_{m}\right)$, then it seems that the $x_{m}$ values will nearly cover all numbers of some $x$-interval in $[0,1]$, see Figure 7.3. In an exercise, you are asked to start with some initial values that are nearby for $x_{m+1}=0.95 \sin \pi x_{m}$ and then compare how different the sequences become after some iterations. A good question to ponder is how could these strange and complex things happen to simple and innocuous looking systems, such as $x_{m+1}=\mu \sin \pi x_{m}$.

To summarize, when some parameters are varied, such as $\mu$ in $x_{m+1}=$ $\mu \sin \pi x_{m}$, certain qualitative properties of a system may undergo some drastic (sometimes irreversible) changes that are more severe than bifurcations. The changes will cause the system to go from "having orders" to "without


Figure 7.3: Placements of $x_{m+1}=0.95 \sin \pi x_{m}$ showing no orders and unpredictability
orders," or to a situation that is unpredictable and does not fit any conventional types. This situation is generally called chaos.

The above reveals some chaotic behavior for discrete systems (iterations). For continuous systems (that is, differential equations), if they are in $\Re$ or $\Re^{2}$, then based on what we have seen for scalar or planar equations, we do expect that the trajectories in $\Re$ or $\Re^{2}$ behave orderly (this will be discussed further in Chapter 8). However, for continuous systems in $\Re^{n}, n \geq 3$, the trajectories will be in spaces of at least three dimensions. Therefore they could get twisted and twisted and become complex beyond recognition.

A famous example in $\Re^{3}$, along with its important contributions, is given by the Lorenz system,

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=10(y-x),  \tag{1.2}\\
\frac{d y}{d t}=28 x-y-x z, \\
\frac{d z}{d t}=x y-(8 / 3) z
\end{array}\right.
$$

which is used to model the weather forecast (additional details will be given later). Again, despite of its innocuous looks, the numerical experiments in a milestone paper of Lorenz [1963] show that the $(x, z)$ plane projection of
a three-dimensional trajectory of Eq. (1.2) is given in Figure 7.4.


Figure 7.4: The $(x, z)$ plane projection of a three-dimensional trajectory of the Lorenz system (1.2)

The trajectory in Figure 7.4 does not intersect itself in $\Re^{3}$, so the crossings in Figure 7.4 are the result of projection in $\Re^{2}$. Moreover, the trajectory will cruise a few circuits on one side, suddenly move to the other side, cruise a few circuits, and then suddenly move back - this process will continue forever, in a way that the trajectory will wind around the two sides infinitely many times without ever settling down. In addition, the way the trajectory moves around the two sides is unpredictable. Nowadays, the Lorenz system has become an icon of nonlinear dynamical systems due to its rich source of examples of various types of bifurcations and chaos that could occur in these systems. Lorenz showed that the system (1.2) has an attractor whose properties are so strange and complex, hence it is called a strange attractor. This is a very important subject in the study of chaos.

This chapter is organized as follows: In Section 2, we study recursion relations, also called maps, and their bifurcation properties by finding the similarities to the bifurcations of critical points of differential equations, hence the results in Chapter 6 can be carried over. In Section 3, we look at a phenomenon called period-doubling bifurcations cascade, which provides a
route to chaos. In Section 4, we introduce some universality results concerning one-dimensional maps. In Section 5, we study some properties of the Lorenz system and introduce the notion of strange attractors. In Section 6 , we study the Smale horseshoe which provides an example of a strange invariant set possessing chaotic dynamics.

## Exercises 7.1

1. For $x_{m+1}=0.95 \sin \pi x_{m}$ in Example 7.1.2, start with some initial values that are nearby and then compare how different the sequences become after some iterations.
2. Use the Maple software to run the iterations for $x_{m+1}=\mu \sin \pi x_{m}$ with $x_{0}=0.5$ and $\mu=0.5,0.65,0.75,0.85,0.93,0.935,0.94,0.945$.
3. Consider a recursion relation $x_{m+1}=\mu x_{m}\left(1-x_{m}\right)$. Run the iterations with $x_{0}=0.5$ and $\mu=2.9,3,3.05,3.45,3.5,3.56,3.7,3.83,4$.

### 7.2 Maps and Their Bifurcations

Recall in Chapter 2 we utilized Euler's method to prove the existence of solutions of

$$
\begin{equation*}
x^{\prime}=f(x), \quad x\left(t_{0}\right)=x_{0}, \quad t \in\left[t_{0}, b\right), \quad b \leq \infty, \tag{2.1}
\end{equation*}
$$

(where we did not assume a Lipschitz condition, thus uniqueness was not guaranteed). To do so, we divide the interval $\left[t_{0}, b\right)$ into smaller intervals $\left[t_{0}, t_{1}\right],\left[t_{1}, t_{2}\right], \cdots,\left[t_{m}, t_{m+1}\right], \cdots$, with $h=t_{m+1}-t_{m}$ being a constant for $m \geq 0$, called the step size. Then the key idea of Euler's method is that on every small interval $\left[t_{m}, t_{m+1}\right], m=0,1,2, \cdots$, the derivative

$$
\begin{equation*}
x^{\prime}(t) \text { is approximated by } \frac{x\left(t_{m+1}\right)-x\left(t_{m}\right)}{h} . \tag{2.2}
\end{equation*}
$$

Hence, Eq. (2.1) is approximated by

$$
\begin{equation*}
\frac{x\left(t_{m+1}\right)-x\left(t_{m}\right)}{h}=f\left(x\left(t_{m}\right)\right), \quad m=0,1,2, \cdots . \tag{2.3}
\end{equation*}
$$

Therefore, based on Euler's method, if we define the approximate value of $x$ at $t_{m}$ to be

$$
\begin{equation*}
x_{m}=x\left(t_{m}\right), \tag{2.4}
\end{equation*}
$$

then from (2.3), we obtain a recursion relation

$$
\begin{equation*}
x_{m+1}=x_{m}+h f\left(x_{m}\right) \tag{2.5}
\end{equation*}
$$

also called a difference equation, which is a discretized version of the differential equation (2.1). Now, for a given value $x_{0}$, the sequence $\left\{x_{0}, x_{1}, x_{2}, \cdots, x_{m}, \cdots\right\}$ determined by Eq. (2.5) is called a solution of the difference equation (2.5) with the initial value $x_{0}$.

With this background, we can generalize the ideas mentioned above and, in general, call a recursion relation (or a difference equation)

$$
\begin{equation*}
x_{m+1}=M\left(x_{m}\right), \quad m=0,1,2, \cdots \tag{2.6}
\end{equation*}
$$

as a map. If a map involves a parameter $\mu$, then it is written as

$$
\begin{equation*}
x_{m+1}=M\left(x_{m}, \mu\right), \quad m=0,1,2, \cdots \tag{2.7}
\end{equation*}
$$

and for a given value $x_{0}$, the sequence $\left\{x_{0}, x_{1}(\mu), x_{2}(\mu), \cdots, x_{m}(\mu), \cdots\right\}$ determined by Eq. (2.7) is a solution of the map (2.7) with the initial value $x_{0}$. Since maps are originated from differential equations, the concepts of critical points and their stabilities and bifurcations for differential equations can be, and should be, extended to maps.

In this regard, we analyze (2.2) and find that the condition for a critical point of a differential equation, that is,

$$
\begin{equation*}
x^{\prime}(t)=0, \quad t \geq t_{0} \tag{2.8}
\end{equation*}
$$

is now translated to

$$
\begin{equation*}
x\left(t_{m+1}\right)=x\left(t_{m}\right), \quad m \geq 0 \tag{2.9}
\end{equation*}
$$

Using the map in (2.6), we see that (2.4) and (2.9) imply

$$
M\left(x_{m}\right)=x_{m+1}=x\left(t_{m+1}\right)=x\left(t_{m}\right)=x_{m}, \quad m \geq 0
$$

which is (see an exercise) equivalent to

$$
\begin{equation*}
M\left(x_{0}\right)=x_{0} \tag{2.10}
\end{equation*}
$$

Accordingly, we make the following definition.
Definition 7.2.1 $A$ point $x^{*}$ in the domain of a map $M$ is said to be a fixed point of $M$ if $M\left(x^{*}\right)=x^{*}$; or $x^{*}$ is a solution of $M(x)-x=0$.

Now, based on the relationship between (2.8) and (2.10), we find that a critical point for a differential equation is translated to become a fixed point of a map. Therefore, we are going to carry the study of critical points of differential equations to the study of fixed points of maps and their stabilities and bifurcations. Again, due to the close relationship between differential equations and maps, the definitions of stabilities for fixed points of maps are similar to those for critical points of differential equations. For example, Definition 5.1.1 in Chapter 5 concerning stabilities for differential equations now reads as follows.

Definition 7.2.2 Let $x^{*}$ be a fixed point of the map $M$ in (2.6).
(a). $x^{*}$ is said to be stable (or uniformly stable because (2.6) is autonomous) if for any $\varepsilon>0$, there exists a $\delta=\delta(\varepsilon)>0$, such that $\left|x_{0}-x^{*}\right| \leq \delta$ implies $\left|x_{m}-x^{*}\right| \leq \varepsilon$ for $m \geq 0$, where $x_{m+1}=$ $M\left(x_{m}\right), m \geq 0$.
(b). $x^{*}$ is said to be asymptotically stable (or uniformly asymptotically stable) if it is stable and in addition, there exists an (independent constant) $r>0$ such that $\left|x_{0}-x^{*}\right| \leq r$ implies $\lim _{m \rightarrow \infty}\left|x_{m}-x^{*}\right|=$ 0 , where $x_{m+1}=M\left(x_{m}\right), m \geq 0$.
(c). $x^{*}$ is said to be unstable if it is not stable.

For bifurcations of fixed points of maps, we should understand them in the same way as we did for those of critical points of differential equations. That is, we let the parameter $\mu$ in the map (2.7) to vary, and then look at how fixed points are created and destroyed, and how their stabilities are changed. Despite the similarities between critical points and fixed points, we point out that solutions of scalar differential equations flow monotonically on the $x$-axis, showing simple phase portraits. However, a solution of a scalar map, $\left\{x_{0}, x_{1}, x_{2}, \cdots\right\}$, is a set of discrete values on the $x$-axis that can jump back and forth. So we anticipate that phase portraits, or placements of solution sequences of maps, will be much more complex than phase portraits of differential equations. In fact, maps, because of their discrete structures, even in one-dimensional form, can exhibit some fascinating phenomena leading to chaos.

Next, let's introduce the so-called cobweb method, which is very effective in visualizing scalar maps in geometry. Let $M(x)$ be a scalar map and start with $x_{0}$ on the $x$-axis. We draw the graph of $y=M(x)$ and the


Figure 7.5: Cobwebs for a scalar map $x_{m+1}=M\left(x_{m}\right)$
straight line $y=x$ in the $(x, y)$ plane. Then $x_{1}=M\left(x_{0}\right)$ is on the $y$-axis and $\left(x_{0}, M\left(x_{0}\right)\right)$ is on the graph of $y=M(x)$, see Figure 7.5.

Now, to perform the second iteration $x_{2}=M\left(x_{1}\right)$, we should regard $x_{1}=M\left(x_{0}\right)$ as a value on the $x$-axis. To visualize this, we draw a horizontal straight line from $\left(x_{0}, x_{1}\right)=\left(x_{0}, M\left(x_{0}\right)\right)$ such that the $x$-component of the intersection of this horizontal straight line and $y=x$ is $x_{1}$. Now, use $x_{1}$ as the $x$ value to start the second iteration $x_{2}=M\left(x_{1}\right)$ such that $\left(x_{1}, M\left(x_{1}\right)\right)$ is on the graph of $y=M(x)$. This process can be continued to create something looks like "cobwebs" after we use vertical lines to link points on the graphs of $y=M(x)$ and $y=x$. See Figure 7.5.

Example 7.2.3 Consider the scalar map

$$
\begin{equation*}
M(x)=0.5 x, \quad \text { or } \quad x_{m+1}=M\left(x_{m}\right)=0.5 x_{m}, \quad m=0,1,2, \cdots \tag{2.11}
\end{equation*}
$$

The cobwebs for the map (2.11) are given in Figure 7.6.
In this case, the fixed points are from

$$
M(x)-x=0, \quad \text { or } \quad 0.5 x-x=0,
$$

thus $x=0$ is the only fixed point. Moreover, from Figure 7.6, any solution $\left\{x_{0}, x_{1}, x_{2}, \cdots\right\}$ of the map approaches the fixed point $x=0$, or the fixed point $x=0$ is asymptotically stable.

Consider the scalar map

$$
\begin{equation*}
M(x)=3 x, \quad \text { or } \quad x_{m+1}=M\left(x_{m}\right)=3 x_{m}, \quad m=0,1,2, \cdots . \tag{2.12}
\end{equation*}
$$



Figure 7.6: Cobwebs for the map $M(x)=0.5 x$

The cobwebs for the map (2.12) are given in Figure 7.7.
In this case, $x=0$ is also the only fixed point. And from Figure 7.7, any solution of the map gets repelled by the fixed point $x=0$, or the fixed point $x=0$ is unstable.

Consider the scalar map

$$
\begin{equation*}
M(x)=-x, \quad \text { or } \quad x_{m+1}=M\left(x_{m}\right)=-x_{m}, \quad m=0,1,2, \cdots . \tag{2.13}
\end{equation*}
$$

The cobwebs for the map (2.13) are given in Figure 7.8.
In this case, $x=0$ is also the only fixed point. And from Figure 7.8, for any solution, the distance of each iteration of the map and $x=0$ is a constant, thus the fixed point $x=0$ is stable.

Consider the scalar map

$$
\begin{equation*}
M(x)=x+x^{3}, \quad \text { or } \quad x_{m+1}=M\left(x_{m}\right)=x_{m}+x_{m}^{3}, \quad m=0,1,2, \cdots . \tag{2.14}
\end{equation*}
$$

The cobwebs for the map (2.14) are given in Figure 7.9.
Again, $x=0$ is also the only fixed point. And from Figure 7.9 (see an exercise), any solution of the map gets repelled by the fixed point $x=0$, or the fixed point $x=0$ is unstable.

From Example 7.2.3, we find the following interesting things:

1. The fixed point $x=0$ is asymptotically stable for the map (2.11), where $M^{\prime}(0)=0.5<1$.


Figure 7.7: Cobwebs for the map $M(x)=3 x$
2. The fixed point $x=0$ is unstable for the map (2.12), where $M^{\prime}(0)=$ $3>1$.
3. The solutions of the maps (2.11) and (2.12) are monotone, that is, the iterations are increasing or decreasing monotonically on one side of the fixed point $x=0$, where $M^{\prime}(0)>0$.
4. The solutions of the map (2.13) jump alternately to both sides of the fixed point $x=0$, where $M^{\prime}(0)<0$. (This can never happen to solutions of scalar differential equations because they flow monotonically on the $x$-axis to critical points or $\pm \infty$.)
5. According to the results of the maps (2.13) and (2.14), stability properties of the fixed point $x=0$ cannot be determined when $\left|M^{\prime}(0)\right|=1$.

Next, let's try to confirm these discoveries in Example 7.2 .3 for general cases. We will restrict our analysis to scalar continuously differentiable maps $M(x)$ defined on some closed interval $[a, b]$. That is, we assume $M:[a, b] \rightarrow$ $[a, b]$ and $M^{\prime}(x)$ is continuous, even though some results are also true for other cases or higher order dimensions. Note that the reason we require $M:[a, b] \rightarrow[a, b]$ is for the iterations $x_{m+1}=M\left(x_{m}\right)$ to be well defined.

First, let's analyze the stabilities of a fixed point $x^{*}=M\left(x^{*}\right)$, that is, the properties of $\left|x_{m}-x^{*}\right|$ for a solution sequence $\left\{x_{0}, x_{1}, x_{2}, \cdots, x_{m}, \cdots\right\}$. Assume that $\left|M^{\prime}\left(x^{*}\right)\right|<1$, then there is a constant $d>0$ such that

$$
\begin{equation*}
p=\max _{\left|x-x^{*}\right| \leq d}\left|M^{\prime}(x)\right|<1 \tag{2.15}
\end{equation*}
$$



Figure 7.8: Cobwebs for the map $M(x)=-x$

Now, assume $\left|x_{0}-x^{*}\right| \leq d$. Then from the mean value theorem, we have

$$
\begin{equation*}
x_{1}-x^{*}=M\left(x_{0}\right)-x^{*}=M\left(x_{0}\right)-M\left(x^{*}\right)=M^{\prime}(c)\left[x_{0}-x^{*}\right], \tag{2.16}
\end{equation*}
$$

where $\left|c-x^{*}\right| \leq d$. Thus, (2.15) and (2.16) imply

$$
\begin{equation*}
\left|x_{1}-x^{*}\right| \leq\left|M^{\prime}(c)\right|\left|x_{0}-x^{*}\right| \leq p\left|x_{0}-x^{*}\right| \leq\left|x_{0}-x^{*}\right| \leq d, \tag{2.17}
\end{equation*}
$$

which means $x_{1}$ is still in the range of $\left|x-x^{*}\right| \leq d$. Thus, this procedure can be repeated to conclude that $\left|x_{k}-x^{*}\right| \leq d, k=1,2, \cdots$. Hence, from (2.15),

$$
\begin{align*}
\left|x_{m}-x^{*}\right| & =\left|M\left(x_{m-1}\right)-M\left(x^{*}\right)\right| \leq p\left|x_{m-1}-x^{*}\right| \leq p^{2}\left|x_{m-2}-x^{*}\right| \\
& \leq \cdots \\
& \leq p^{m}\left|x_{0}-x^{*}\right| \tag{2.18}
\end{align*}
$$

(which can be verified by an induction). As $0 \leq p<1$, one has $p^{m} \rightarrow$ $0, m \rightarrow \infty$. Thus

$$
\left|x_{m}-x^{*}\right| \leq p^{m}\left|x_{0}-x^{*}\right| \rightarrow 0, m \rightarrow \infty .
$$

Therefore, the fixed point $x^{*}$ is asymptotically stable.
To determine if a solution of a map is monotone, we note from the mean value theorem that

$$
x_{m}-x_{m-1}=M\left(x_{m-1}\right)-M\left(x_{m-2}\right)=M^{\prime}(c)\left[x_{m-1}-x_{m-2}\right], \quad c \in[a, b] .
$$



Figure 7.9: Cobwebs for the map $M(x)=x+x^{3}$

Thus, if $M^{\prime}(x)>0$ for $x \in[a, b]$, then $x_{m}-x_{m-1}$ will have the same sign as that of $x_{1}-x_{0}$. Also, we find from (2.16) that if $M^{\prime}(x)<0$ for $x \in[a, b]$, then $x_{m}-x^{*}$ will have the opposite sign as that of $x_{m-1}-x^{*}$. If we combine all these analyses, we obtain the following result. The proof is left as an exercise.

Lemma 7.2.4 Let $M:[a, b] \rightarrow[a, b]$ be a scalar continuously differentiable map with a fixed point $x^{*}$.

1. $x^{*}$ is asymptotically stable if $\left|M^{\prime}\left(x^{*}\right)\right|<1$.
2. $x^{*}$ is unstable if $\left|M^{\prime}\left(x^{*}\right)\right|>1$.
3. The derivative test for the stabilities of the fixed point $x^{*}$ is inconclusive when $\left|M^{\prime}\left(x^{*}\right)\right|=1$.
4. If $M^{\prime}(x)>0$ for $x \in[a, b]$, then any solution of the map (2.6) is a monotone sequence. In this case, the map $M$ is called a monotone map.
5. If $M^{\prime}(x)<0$ for $x \in[a, b]$, then any solution of the map (2.6) with $x_{0} \neq x^{*}$ will jump alternately to both sides of the fixed point $x^{*}$.

Now, let's look at bifurcations of the fixed points of the map (2.7), which are the solutions of

$$
\begin{equation*}
M(x, \mu)=x, \quad \text { or } \quad M(x, \mu)-x=0 \tag{2.19}
\end{equation*}
$$

That is, we analyze how the fixed points of the map (2.7) are created or destroyed, and how their stabilities are changed when the parameter $\mu$ is varied. Note in geometry, (2.19) means that fixed points are the $x$ components of intersections of the graphs $y=M(x, \mu)$ and $y=x$ in the $(x, y)$ plane, see Figure 7.10.


Figure 7.10: Fixed points are the solutions of $M(x, \mu)=x$

Observe that if we define

$$
f(x, \mu)=M(x, \mu)-x
$$

then, finding fixed points of the map (2.7) is equivalent to finding solutions of

$$
f(x, \mu)=0
$$

which is the same as finding critical points of the differential equation

$$
x^{\prime}=f(x, \mu)
$$

Now, we look at some examples that reveal the connection between bifurcations for critical points and fixed points.

Example 7.2.5 Consider the map

$$
\begin{equation*}
M(x, \mu)=x+\mu-x^{2} \tag{2.20}
\end{equation*}
$$

from which we find that $M(x, \mu)-x=0$ is equivalent to $\mu-x^{2}=0$. Thus, the corresponding results from Chapter 6 show that the critical points of
$x^{\prime}=\mu-x^{2}$, or the fixed points of $M$, undergo a saddle-node bifurcation at $(x, \mu)=(0,0)$. See Figure 7.11, where the stabilities are determined from $\frac{\partial M}{\partial x}=\left.(1-2 x)\right|_{x= \pm \sqrt{\mu}}=1 \mp 2 \sqrt{\mu}$ when $\mu>0$.


Figure 7.11: A saddle-node bifurcation for $M(x, \mu)=x+\mu-x^{2}$

Example 7.2.6 Consider the map

$$
\begin{equation*}
M(x, \mu)=x+\mu x-x^{2} \tag{2.21}
\end{equation*}
$$

Then the fixed points of $M$ are the solutions of $M(x, \mu)-x=\mu x-x^{2}=0$, which, using the corresponding results in Chapter 6, undergo a transcritical bifurcation at $(x, \mu)=(0,0)$. See Figure 7.12, where the stabilities are determined from $\frac{\partial M}{\partial x}=1+\mu-2 x$ at $x=0$ and $x=\mu$.

Example 7.2.7 Consider the map

$$
\begin{equation*}
M(x, \mu)=x+\mu x-x^{3} \tag{2.22}
\end{equation*}
$$

Then the fixed points of $M$ are the solutions of $M(x, \mu)-x=\mu x-x^{3}=$ $x\left(\mu-x^{2}\right)=0$, which, from Chapter 6 again, undergo a pitchfork bifurcation at $(x, \mu)=(0,0)$. See Figure 7.13, where the stabilities are determined from $\frac{\partial M}{\partial x}=\left.\left(1+\mu-3 x^{2}\right)\right|_{x= \pm \sqrt{\mu}}=1-2 \mu$ when $\mu>0$.

From the above three examples, we find that bifurcations for maps can be handled in a similar way as those for differential equations. Therefore,


Figure 7.12: A transcritical bifurcation for $M(x, \mu)=x+\mu x-x^{2}$


Figure 7.13: A pitchfork bifurcation for $M(x, \mu)=x+\mu x-x^{3}$
the results in Chapter 6 concerning bifurcations for differential equations can be applied here to derive the results concerning bifurcations for maps. Consequently, we have the following results. The proofs are left as exercises.

Theorem 7.2.8 (Saddle-node bifurcation) Let $M(x, \mu)$ in the map (2.7) be a scalar function defined on $\Re^{2}$ with continuous second partial derivatives such that

$$
\begin{equation*}
M(0,0)=0, \quad \frac{\partial M}{\partial x}(0,0)=1, \quad \frac{\partial^{2} M}{\partial x^{2}}(0,0) \neq 0, \quad \frac{\partial M}{\partial \mu}(0,0) \neq 0 \tag{2.23}
\end{equation*}
$$

Then the map (2.7) undergoes a saddle-node bifurcation at $(x, \mu)=(0,0)$.

Theorem 7.2.9 (Transcritical bifurcation) Let $M(x, \mu)$ in the map (2.7) be a scalar function defined on $\Re^{2}$ with continuous second partial derivatives such that

$$
\begin{align*}
& M(0, \mu)=0, \mu \in \Re, \quad \frac{\partial M}{\partial x}(0,0)=1, \quad \frac{\partial^{2} M}{\partial x^{2}}(0,0) \neq 0 \\
& \frac{\partial M}{\partial \mu}(0,0)=0, \quad \frac{\partial^{2} M}{\partial \mu^{2}}(0,0)=0, \quad \frac{\partial^{2} M}{\partial x \partial \mu}(0,0) \neq 0 \tag{2.24}
\end{align*}
$$

Then the map (2.7) undergoes a transcritical bifurcation at $(x, \mu)=(0,0)$.
Theorem 7.2.10 (Pitchfork bifurcation) Let $M(x, \mu)$ in the map (2.7) be a scalar function defined on $\Re^{2}$ with $M(x, \mu)-x=x g(x, \mu)$ and $g$ has continuous second partial derivatives such that

$$
\begin{equation*}
g(0,0)=0, \quad \frac{\partial g}{\partial x}(0,0)=0, \quad \frac{\partial^{2} g}{\partial x^{2}}(0,0) \neq 0, \quad \frac{\partial g}{\partial \mu}(0,0) \neq 0 \tag{2.25}
\end{equation*}
$$

Then the map (2.7) undergoes a pitchfork bifurcation at $(x, \mu)=(0,0)$.

## Exercises 7.2

1. Verify that if $M(x)=x$, then $M(M(x))=x$.
2. For $x_{m+1}=M\left(x_{m}\right)$, show that $M\left(x_{m}\right)=x_{m}, m \geq 0$, if and only if $M\left(x_{0}\right)=x_{0}$.
3. Examine the map defined by $M(x)=1, x \in \Re$.
4. Consider the map $M(x)=x$. Find the fixed points and determine their stabilities.
5. Verify that Figure 7.9 is the cobwebs for the map (2.14).
6. Verify (2.18) using an induction.
7. Prove Lemma 7.2.4.
8. Determine the stabilities for the fixed points in Example 7.2.5.
9. Determine the stabilities for the fixed points in Example 7.2.6.
10. Determine the stabilities for the fixed points in Example 7.2.7.
11. Prove Theorem 7.2.8.
12. Prove Theorem 7.2.9.
13. Prove Theorem 7.2.10.

### 7.3 Period-Doubling Bifurcations: Route to Chaos

From Lemma 7.2.4(5) of the previous section, we know that if $x^{*}$ is a fixed point of a map $M$ and $\frac{d M}{d x}<0$, then a solution sequence (different from $x^{*}$ ) of the map will jump alternately to both sides of the fixed point $x^{*}$. Now, if $x^{*}$ is unstable, then the solution cannot approach $x^{*}$. Next, if the solution is a bounded sequence, then the odd iterates, which are on one side of $x^{*}$, will converge to a point $x^{+} \neq x^{*}$. Therefore the even iterates, which are on the other side of $x^{*}$, will converge to the point $M\left(x^{+}\right)$. In this case, we have $x^{+}=\lim _{m \rightarrow \infty} x_{2 m+1}$ and $M\left(x^{+}\right) \neq x^{+}\left(\right.$since $M\left(x^{+}\right)$and $x^{+}$are on different sides of $x^{*}$ ), and

$$
\begin{align*}
M\left(M\left(x^{+}\right)\right) & =M\left(M\left(\lim _{m \rightarrow \infty} x_{2 m+1}\right)\right)=\lim _{m \rightarrow \infty} M\left(M\left(x_{2 m+1}\right)\right) \\
& =\lim _{m \rightarrow \infty} x_{2(m+1)+1}=x^{+} \tag{3.1}
\end{align*}
$$

Thus,

$$
\begin{align*}
& \left\{x^{+}, M\left(x^{+}\right), M\left(M\left(x^{+}\right)\right), M\left(M\left(M\left(x^{+}\right)\right)\right), \cdots\right\} \\
& =\left\{x^{+}, M\left(x^{+}\right), x^{+}, M\left(x^{+}\right), \cdots\right\} \tag{3.2}
\end{align*}
$$

is a solution that takes the two values $x^{+}$and $M\left(x^{+}\right)$alternately. Accordingly, (3.2) is called a solution of period 2, or a period-2 cycle or a period-2 orbit.

Based on the above notations, we define

$$
M^{[2]}(x)=M(M(x)), \cdots, M^{[k]}(x)=M\left(M^{[k-1]}(x)\right), \cdots
$$

and we have the following definition.
Definition 7.3.1 $A$ point $x^{\star}$ is said to be a period-k point of a map $M$ if $M^{[j]}\left(x^{\star}\right) \neq x^{\star}, j=1,2, \cdots, k-1, M^{[k]}\left(x^{\star}\right)=x^{\star}$. The set $\left\{x^{\star}, M\left(x^{\star}\right)\right.$, $\left.M^{[2]}\left(x^{\star}\right), \cdots, M^{[k-1]}\left(x^{\star}\right)\right\}$ of a period- $k$ point $x^{\star}$ is said to be a period-k cycle, or a period-k orbit of the map $M$.

For example, $x^{+}\left(\right.$or $\left.M\left(x^{+}\right)\right)$in (3.2) is a period-2 point, and $\left\{x^{+}, M\left(x^{+}\right)\right\}$ is a period- 2 cycle. Since a period-k point of a map $M$ is a fixed point of the map $M^{[k]}$, its stabilities are defined in the same way as those for fixed points of the map $M^{[k]}$.
Definition 7.3.2 A period-k point of a map $M$ is said to be stable, asymptotically stable, or unstable if it is, respectively, a stable, an asymptotically stable, or an unstable fixed point of the map $M^{[k]}$.

Accordingly, the derivative $\frac{d}{d x} M^{[k]}(x)$ and Lemma 7.2.4 can be used to test the stabilities of period-k points of a map $M$. If a bifurcation happens to a map $M$ in such a way that period-2 points appear, then the bifurcation is called a period-2 bifurcation, or a period-doubling bifurcation. Some texts also call a period-2 bifurcation as a flip bifurcation to mean that the map $M$ will "flip" alternately around the two sides of some value. A typical period-doubling bifurcation diagram is shown in Figure 7.14, which looks like a pitchfork bifurcation, but they mean different things. That is, in Figure 7.14, one branch is $x$ and the other is $M(x)$.


Figure 7.14: A typical period-doubling bifurcation diagram

Next, we study period-doubling bifurcations. In order for a map $M$ to jump alternately, we use Lemma 7.2.4 and assume $\frac{d M}{d x}\left(x_{0}\right)<0$. Observe that if $\frac{d M}{d x}\left(x_{0}\right) \in(-\infty,-1) \cup(-1,0)$, then the stabilities of $x_{0}$ will be preserved under small perturbations to the map $M$ and to the point $x_{0}$. Thus interesting things may occur near $x_{0}$ when $\frac{d M}{d x}\left(x_{0}\right)=-1$.

Because period-doubling bifurcations of a map $M$ is related to bifurcations of fixed points of the map $M^{[2]}$, thus, when $M^{[2]}$ is regarded as a general
map, Theorems $7.2 .8,7.2 .9$, and 7.2 .10 can be applied to $M^{[2]}$ and obtain results concerning period-doubling bifurcations. For example, we have the following result. The proof is left as an exercise.

Theorem 7.3.3 (Period-Doubling Bifurcation) Let $M(x, \mu)$ in the map (2.7) be a scalar function defined on $\Re^{2}$ with continuous partial derivatives and $M(0, \mu)=0, \mu \in \Re, \frac{\partial M}{\partial x}(0,0)=-1, M^{[2]}(x, \mu)-x=x g(x, \mu)$ and $g$ has continuous second partial derivatives such that

$$
\begin{equation*}
g(0,0)=0, \quad \frac{\partial g}{\partial x}(0,0)=0, \quad \frac{\partial^{2} g}{\partial x^{2}}(0,0) \neq 0, \quad \frac{\partial g}{\partial \mu}(0,0) \neq 0 . \tag{3.3}
\end{equation*}
$$

Then the map $M^{[2]}(x, \mu)$ undergoes a pitchfork bifurcation and the map $M(x, \mu)$ undergoes a period-doubling bifurcation at $(x, \mu)=(0,0)$.

Observe that in general, a fixed point of $M^{[2]}$ may also be a fixed point of $M$. However, we point out that under the conditions in Theorem 7.3.3, the bifurcating nonzero fixed points of $M^{[2]}$ from Theorem 7.3.3 cannot be fixed points of $M$. That is, there is a $\delta>0$ such that there is no nonzero fixed point of $M$ for $|x| \leq \delta$ and $|\mu| \leq \delta$. Otherwise, there are $x_{m} \neq 0$ and $\mu_{m} \neq 0$ with $x_{m} \rightarrow 0$ and $\mu_{m} \rightarrow 0, m \rightarrow \infty$, such that $M\left(x_{m}, \mu_{m}\right)=x_{m}$. From $\frac{\partial M}{\partial x}(0,0)=-1$ and the continuity of $\frac{\partial M}{\partial x}$, we get

$$
\frac{M\left(x_{m}, \mu_{m}\right)-M\left(0, \mu_{m}\right)}{x_{m}} \longrightarrow-1, \quad m \rightarrow \infty .
$$

But

$$
\frac{M\left(x_{m}, \mu_{m}\right)-M\left(0, \mu_{m}\right)}{x_{m}}=\frac{M\left(x_{m}, \mu_{m}\right)-0}{x_{m}}=\frac{x_{m}}{x_{m}}=1,
$$

a contradiction.
After these remarks, we are ready to analyze a very important example, the logistic map, given by

$$
\begin{equation*}
x \rightarrow M(x, \mu)=\mu x(1-x), \tag{3.4}
\end{equation*}
$$

which is nowadays regarded as an icon of bifurcations and chaos. The discrete map (3.4) is related to the logistic equation for population growth introduced in Chapter 1. Due to the map's innocuous appearance (3.4), especially after seeing how easy the logistic differential equation is handled in Chapter 1, you probably think that the analysis of the logistic map is also easy. Then just wait: A whole new world is going to unfold.

In an influential article by May [1976], where the map (3.4) is analyzed in detail, he plead "for the introduction of these difference equations into elementary mathematics courses, so that students' intuition may be enriched by seeing the wild things that simple nonlinear equations can do."

The logistic map (3.4), which has become a subject of great interest recently, has benefited from the advancement in modern computer technology. This is evidenced by a surge of research articles in this area in the 1970s. Since "analysis" becomes extremely difficult and unmanageable at certain stages, numerical solutions can lend a helping hand.

In the map (3.4), we assume $x \in[0,1]$. The maximum value of $x(1-x)$ is $\frac{1}{4}$ at $x=\frac{1}{2}$, hence, to be able to continue the iterations, we assume $0 \leq \mu \leq 4$. Next, the fixed points of the logistic map are the solutions of

$$
\mu x(1-x)-x=x(\mu-\mu x-1),
$$

which are given by

$$
\begin{equation*}
x^{*}=0, \quad x_{\mu}^{*}=1-\frac{1}{\mu} . \tag{3.5}
\end{equation*}
$$

Now, in order to use $x_{\mu}^{*}=1-\frac{1}{\mu}$ to denote a fixed point in $[0,1]$ that is different from $x^{*}=0$, we further assume $\mu \in(1,4]$, see Figure 7.15.


Figure 7.15: Fixed points $x^{*}=0$ and $x_{\mu}^{*}=1-\frac{1}{\mu}$ of the logistic map $\mu x(1-x)$ with $1<\mu \leq 4$

Since

$$
\frac{\partial}{\partial x} M(x, \mu)=\mu(1-2 x)
$$

we have

$$
\frac{\partial M}{\partial x}\left(x^{*}, \mu\right)=\frac{\partial M}{\partial x}(0, \mu)=\mu, \quad \frac{\partial M}{\partial x}\left(x_{\mu}^{*}, \mu\right)=2-\mu
$$

Therefore, the fixed point $x^{*}=0$ is unstable since we assume $\mu>1$; the fixed point $x_{\mu}^{*}=1-\frac{1}{\mu}$ is stable if $1<\mu<3$ (where $-1<2-\mu<1$ ) and unstable if $3<\mu \leq 4$ (where $2-\mu<-1$ ). Note that $2-\mu>1$ cannot happen because we assume $\mu>1$.

Because the stabilities of $x_{\mu}^{*}$ are different on the two sides of $\mu=3$, we ask: What is going to happen when $\mu$ is increased through 3? At $\mu=3, \frac{\partial M}{\partial x}\left(x_{\mu}^{*}, \mu\right)=2-3=-1$, thus from the conditions in Theorem 7.3.3, it is a hint that a period-doubling bifurcation might occur. Another reason why a period-doubling bifurcation might occur is that, now, the fixed point $x_{\mu}^{*}=$ $1-\frac{1}{\mu}$ will lose its stability as soon as $\mu>3$, so that any solution sequence cannot approach either of the two fixed points $x^{*}=0$ and $x_{\mu}^{*}=1-\frac{1}{\mu}$. But the solution sequence is in $[0,1]$ and hence is bounded, and, for $\mu \approx 3$, the solution sequence flips on the two sides of $x_{\mu}^{*}$ since $\frac{\partial M}{\partial x}\left(x_{\mu}^{*}, \mu\right)=2-\mu<0$. Thus, it is plausible that the fixed point $x_{\mu}^{*}$ undergoes a period-doubling bifurcation, creating a stable period-2 orbit with one branch on each side of $x_{\mu}^{*}$.

Next, we first verify that a period-doubling bifurcation occurs at $\mu=3$ by using geometry and numerics. Then we will prove this by using Theorem 7.3.3.

The cobwebs for $\mu x(1-x)$ with different $\mu$ values are given in Figure 7.16, where $x_{0}=0.705$. From Figure 7.16, we find that the fixed point $x_{\mu}^{*}=1-\frac{1}{\mu}$ is stable for $\mu \leq 3$, but unstable for $\mu=3.4$. Moreover, part (c) in Figure 7.16 indicates that a period-2 orbit is likely to occur.

Now, some numerics. For $\mu=3.4, x_{\mu}^{*}=1-\frac{1}{3.4} \approx 0.7059$. We start with $x_{0}=0.705$ such that $x_{0}$ and $x_{\mu}^{*} \approx 0.7059$ are very close. Similar to the calculations for $x_{m+1}=r \sin \pi x_{m}$, we use Maple to calculate $x_{m+1}=3.4 x_{m}\left(1-x_{m}\right)$ and obtain
$\mathrm{x}[1]=.707115, \mathrm{x}[2]=.704151, \mathrm{x}[3]=.708295, \mathrm{x}[4]=.7024843071, \mathrm{x}[5]=$ $.7106003584, \mathrm{x}[6]=.699201, \mathrm{x}[7]=.715083, \mathrm{x}[8]=.692712, \mathrm{x}[9]=.723730$, $\mathrm{x}[10]=.679811, \mathrm{x}[11]=.740070, \mathrm{x}[12]=.654045, \mathrm{x}[13]=.769318, \mathrm{x}[14]=$ $.603390, \mathrm{x}[15]=.813655, \mathrm{x}[16]=.515508, \mathrm{x}[17]=.849182, \mathrm{x}[18]=.435443$, $\mathrm{x}[19]=.835830, \mathrm{x}[20]=.466540, \cdots \cdots$.
$\mathrm{x}[81]=.842155, \mathrm{x}[82]=.451960, \mathrm{x}[83]=.842153, \mathrm{x}[84]=.451965, \mathrm{x}[85]=$ $.842155, \mathrm{x}[86]=.451961, \mathrm{x}[87]=.842153, \mathrm{x}[88]=.451964, \mathrm{x}[89]=.842154$,
$\mathrm{x}[90]=.451962, \mathrm{x}[91]=.842154, \mathrm{x}[92]=.451963, \mathrm{x}[93]=.842154, \mathrm{x}[94]=$ $.451962, \mathrm{x}[95]=.842154, \mathrm{x}[96]=.451963, \mathrm{x}[97]=.842154, \mathrm{x}[98]=.451962$, $\mathrm{x}[99]=.842154, \mathrm{x}[100]=.451963$.

From this numerical solution, we find that even though $x_{0}=0.705$ is so close to $x_{\mu}^{*} \approx 0.7059$, the iterations $\left\{x_{m}\right\}$ move away from $x_{\mu}^{*} \approx 0.7059$ quickly. They appear to settle down, in an alternating fashion, to the two values

$$
\begin{equation*}
\{.451963, \quad .842154\} \tag{3.6}
\end{equation*}
$$

which indicates that a period- 2 orbit $\{\bar{x}, M(\bar{x}, 3.4)\}=\{.451963, .842154\}$ comes into being. See Figure 7.17.

The above can also be seen from the graph of the second iteration $M^{[2]}(x, \mu)$ of the logistic map $M$ in (3.4), which is given by

$$
\begin{align*}
M^{[2]}(x, \mu) & =M(M(x, \mu), \mu)=\mu M(x, \mu)[1-M(x, \mu)] \\
& =\mu^{2}\left[x-(\mu+1) x^{2}+2 \mu x^{3}-\mu x^{4}\right] . \tag{3.7}
\end{align*}
$$

By using the sketching techniques in calculus or using Maple software, one obtains the graphs of $M^{[2]}(x, \mu)$ for different $\mu$ values in Figure 7.18.

Note that the two fixed points $x^{*}=0$ and $x_{\mu}^{*}=1-\frac{1}{\mu}$ of the map $M(x, \mu)$ will be carried over to become two fixed points of the map $M^{[2]}(x, \mu)$. Figure 7.18 shows that $\mu=3$ is the last time the graph of $y=M^{[2]}(x, \mu)$ intersects the graph $y=x$ twice at $x^{*}=0$ and $x_{\mu}^{*}=1-\frac{1}{\mu}$. When $\mu=3.4$, two new intersections are created, and cobwebs can be drawn to verify that the two new intersections are stable. This demonstrates in geometry that a stable period-2 orbit is created.

Next, let's do some theoretical analysis. The fixed points of $M^{[2]}(x, \mu)$ are the solutions of $M^{[2]}(x, \mu)-x=0$, or

$$
\begin{equation*}
\mu^{2}\left[x-(\mu+1) x^{2}+2 \mu x^{3}-\mu x^{4}\right]-x=0 \tag{3.8}
\end{equation*}
$$

which is a polynomial of degree 4 in $x$. Using the fact that the two fixed points $x^{*}=0$ and $x_{\mu}^{*}=1-\frac{1}{\mu}$ of the map $M(x, \mu)$ are also fixed points of the map $M^{[2]}(x, \mu)$, we can perform a long division (dividing (3.8) by $x(1-\mu+\mu x))$, and obtain

$$
\begin{equation*}
x(1-\mu+\mu x)\left[\mu^{2} x^{2}-\left(\mu+\mu^{2}\right) x+1+\mu\right]=0 . \tag{3.9}
\end{equation*}
$$



Figure 7.16: Cobwebs for $\mu x(1-x)$ : (a) $\mu=2.9$; (b) $\mu=3$; (c) $\mu=3.4$, where $x_{0}=0.705$ and the first 500 iterates are plotted


Figure 7.17: The numerical solution of the logistic map with $\mu=3.4$ and $x_{0}=0.705$

The new fixed points of $M^{[2]}(x, \mu)$ are the solutions of $\mu^{2} x^{2}-\left(\mu+\mu^{2}\right) x+$ $1+\mu=0$, which are given by (note that we assume $\mu>1$ )

$$
\begin{equation*}
x_{ \pm}^{*}=\frac{\mu+1 \pm \sqrt{(\mu+1)(\mu-3)}}{2 \mu} . \tag{3.10}
\end{equation*}
$$

Now, for the discriminant to be nonnegative, we must have $\mu \geq 3$. Next, observe that when $\mu=3, x_{ \pm}^{*}=\frac{1+3}{6}=\frac{2}{3}=1-\frac{1}{3}$ is the same as the fixed point $x_{\mu}^{*}=1-\frac{1}{\mu}$ of the map $M$ at $\mu=3$. Thus, new fixed points of $M^{[2]}$ (different from the two of $M$ ) appear when $\mu>3$. It can be verified (see an exercise) that for $\mu>3$,

$$
M\left(x_{+}^{*}, \mu\right)=x_{-}^{*} \quad \text { and } \quad M\left(x_{-}^{*}, \mu\right)=x_{+}^{*}
$$

thus $\left\{x_{+}^{*}, x_{-}^{*}\right\}$ is really a period- 2 orbit of period-doubling bifurcating points of the map $M$.

For the stabilities of $x_{ \pm}^{*}$, we take a derivative of $M^{[2]}(x, \mu)$ with respect to $x$ and evaluate at $x=x_{ \pm}^{*}$, and obtain (see an exercise)

$$
\begin{equation*}
\frac{\partial M^{[2]}}{\partial x}\left(x_{ \pm}^{*}, \mu\right)=4+2 \mu-\mu^{2}=-(\mu-1)^{2}+5 \tag{3.11}
\end{equation*}
$$

Since we now consider $\mu \geq 3$, we see that $\frac{\partial M^{[2]}}{\partial x}\left(x_{ \pm}^{*}, \mu\right)=-(\mu-1)^{2}+5$ is decreasing in $\mu$. To determine the stabilities using $\left|\frac{\partial M^{[2]}}{\partial x}\left(x_{ \pm}^{*}, \mu\right)\right|<1$, we


Figure 7.18: Graphs of $M^{[2]}(x, \mu)$ : (a) $\mu=2.9$; (b) $\mu=3$; (c) $\mu=3.4$
solve $-(\mu-1)^{2}+5= \pm 1$ and find that $-(\mu-1)^{2}+5=1$ at $\mu=3$; $\left|-(\mu-1)^{2}+5\right|<1$ for $3<\mu<1+\sqrt{6} ;-(\mu-1)^{2}+5=-1$ at $\mu=1+\sqrt{6}$; and $-(\mu-1)^{2}+5<-1$ for $\mu>1+\sqrt{6}$. The following Figure 7.19 is the period-doubling bifurcation diagram near $\mu=3$. Notice that when $\mu=3$, $x_{\mu}^{*}=1-\frac{1}{\mu}=\frac{2}{3}$.


Figure 7.19: Period-doubling bifurcation diagram near $\mu=3$ for the logistic map

In Figure 7.19, the solid curves represent attractors, or stable period-1 or period-2 points of the map $M$ for the corresponding $\mu$ values, and the broken curves are for unstable fixed points. For example, for $\mu=3.4$, the stable period-2 points $x_{ \pm}^{*}$ in (3.10) are given by

$$
\begin{aligned}
& x_{+}^{*}=\frac{\mu+1+\sqrt{(\mu+1)(\mu-3)}}{2 \mu} \approx 0.842154 \\
& x_{-}^{*}=\frac{\mu+1-\sqrt{(\mu+1)(\mu-3)}}{2 \mu} \approx 0.451963
\end{aligned}
$$

which means that for the map $M$ with $\mu=3.4$, we can start with any $x_{0} \in(0,1)$, and the solution sequence $\left\{x_{0}, x_{1}, x_{2}, \cdots\right\}$ will eventually settle down to the two values 0.842154 and 0.451963 , which matches well with a numerical solution we did above using $x_{0}=0.705$ in Figure 7.17.

We summarize these as follows.
Proposition 7.3.4 Consider the logistic map $M(x, \mu)=\mu x(1-x)$ in (3.4) with $\mu \in(1,4]$. The fixed point $x_{\mu}^{*}=1-\frac{1}{\mu}$ of the map $M(x, \mu)$ is stable
for $1<\mu<3$, unstable for $3<\mu \leq 4$, and undergoes a period-doubling (period-2) bifurcation as $\mu$ is increased through 3, (or the map $M^{[2]}(x, \mu)$ undergoes a bifurcation at $\mu=3$ ), creating a period-2 orbit that is stable for $3<\mu<1+\sqrt{6} \approx 3.4494897$ and unstable for $1+\sqrt{6}<\mu \leq 4$.

The above analysis can be used to verify this proposition. However, we will look at how to apply Theorem 7.3 .3 to the map $M^{[2]}(x, \mu)$ to obtain the results concerning the period-doubling bifurcation.

Proof of Proposition 7.3.4. To be able to apply Theorem 7.3.3, we need to transform the fixed point $x_{\mu}^{*}=1-\frac{1}{\mu}$ to the origin and transform the bifurcation value $\mu=3$ to zero. Thus, we change $(x, \mu)$ to $(y, \lambda)$ according to

$$
y=x-\left(1-\frac{1}{\mu}\right), \quad \lambda=\mu-3
$$

Then the logistic map $M(x, \mu)=\mu x(1-x)$ becomes

$$
\begin{equation*}
\left(1-\frac{1}{3+\lambda}\right)-(1+\lambda) y-(3+\lambda) y^{2}=x_{\mu}^{*}-(1+\lambda) y-(3+\lambda) y^{2} \tag{3.12}
\end{equation*}
$$

Next, in order to analyze the bifurcation from $x_{\mu}^{*}$, see Figure 7.19, we should regard $x_{\mu}^{*}$ as the "origin" in the vertical direction. That is, we should analyze the bifurcation of $-(1+\lambda) y-(3+\lambda) y^{2}$ at $(y, \lambda)=(0,0)$. Define

$$
\begin{equation*}
\bar{M}(y, \lambda)=-(1+\lambda) y-(3+\lambda) y^{2} . \tag{3.13}
\end{equation*}
$$

Then we obtain

$$
\bar{M}(0, \lambda)=0, \quad \lambda \in \Re, \quad \frac{\partial \bar{M}}{\partial y}(0,0)=-1
$$

and,

$$
\begin{align*}
\bar{M}^{[2]}(y, \lambda)= & \bar{M}(\bar{M}(y, \lambda), \lambda) \\
= & -(1+\lambda)[\bar{M}(y, \lambda)]-(3+\lambda)[\bar{M}(y, \lambda)]^{2} \\
= & (1+\lambda)^{2} y-\lambda(1+\lambda)(3+\lambda) y^{2} \\
& -2(3+\lambda)^{2}(1+\lambda) y^{3}-(3+\lambda)^{3} y^{4}, \tag{3.14}
\end{align*}
$$

thus,

$$
\begin{align*}
\bar{M}^{[2]}(y, \lambda)-y= & y\left[\left(2 \lambda+\lambda^{2}\right)-\lambda(1+\lambda)(3+\lambda) y\right. \\
& \left.-2(3+\lambda)^{2}(1+\lambda) y^{2}-(3+\lambda)^{3} y^{3}\right] \\
\stackrel{\text { def }}{=} & y g(y, \lambda) . \tag{3.15}
\end{align*}
$$

Next, for the function $g$ defined in (3.15), we have

$$
\begin{equation*}
g(0,0)=0, \frac{\partial g}{\partial y}(0,0)=0, \frac{\partial^{2} g}{\partial y^{2}}(0,0)=-36 \neq 0, \frac{\partial g}{\partial \lambda}(0,0)=2 \neq 0 \tag{3.16}
\end{equation*}
$$

therefore, according to Theorem 7.3 .3 , the map $\bar{M}^{[2]}(y, \lambda)$ undergoes a pitchfork bifurcation at $(y, \lambda)=(0,0)$. Thus the map $M^{[2]}(x, \mu)$ undergoes a pitchfork bifurcation at $(x, \mu)=\left(1-\frac{1}{\mu}, 3\right)=\left(\frac{2}{3}, 3\right)$, or the map $M(x, \mu)$ undergoes a period-doubling bifurcation at $(x, \mu)=\left(\frac{2}{3}, 3\right)$. This completes the proof.

This concludes the detailed treatment of the logistic map $M(x, \mu)=$ $\mu x(1-x)$ near $\mu=3$ using geometry, numerics, and theoretical analysis; and the period-doubling bifurcation diagram near $\mu=3$ is given in Figure 7.19. In short, we find from the above analysis that the logistic map undergoes a period-doubling bifurcation at $\mu=3$ because

$$
\left\{\begin{array}{l}
\left.\frac{\partial M}{\partial x}\left(x_{\mu}^{*}, \mu\right)\right|_{\mu=3}=-1, \text { and }  \tag{3.17}\\
\text { the fixed point } x_{\mu}^{*} \text { of } M(x, \mu) \text { loses its stability when } \\
\mu \text { is increased through } 3 .
\end{array}\right.
$$

Based on the above analysis and Proposition 7.3.4, it is natural to ask: What is going to happen when $\mu$ is increased through $1+\sqrt{6} \approx$ 3.4494897 ? Now, for the period-2 orbit $x_{ \pm}^{*}=\frac{\mu+1 \pm \sqrt{(\mu+1)(\mu-3)}}{2 \mu}$ given in (3.10) (which are fixed points of the map $M^{[2]}(x, \mu)$ ), we know from (3.11) and Proposition 7.3.4 that

$$
\left\{\begin{array}{l}
\left.\frac{\partial M^{[2]}}{\partial x}\left(x_{ \pm}^{*}, \mu\right)\right|_{\mu=1+\sqrt{6}}=-1, \text { and }  \tag{3.18}\\
\text { the fixed points } x_{ \pm}^{*} \text { of } M^{[2]}(x, \mu) \text { lose their stability when } \\
\mu \text { is increased through } 1+\sqrt{6} .
\end{array}\right.
$$

That is, (3.18) is a duplication of (3.17), or the situation for the map $M^{[2]}(x, \mu)$ and its fixed points $x_{ \pm}^{*}$ at $1+\sqrt{6}$ is a duplication of the situation for the map $M(x, \mu)$ and its fixed point $x_{\mu}^{*}$ at $\mu=3$. Therefore, if we regard $M^{[2]}(x, \mu)$ as $M(x, \mu)$ and $x_{ \pm}^{*}$ as $x_{\mu}^{*}$, then we expect $M^{[2]}(x, \mu)$ to undergo a period-doubling bifurcation at $1+\sqrt{6}$, such that fixed points of the second iteration of $M^{[2]}, M^{[2]}\left(M^{[2]}\right)=M^{[4]}$, will appear, or a period-4 orbit will come into being.

How difficult it is to "analyze" $M^{[4]}$ near $\mu=1+\sqrt{6}$ ? In the above, we provided a detailed analysis for the map $M^{[2]}$ near $\mu=3$, which you can use to compare and find what kind of analysis we should perform for the map $M^{[4]}$. If you do, you will find that the analysis for $M^{[4]}$ is extremely difficult and unmanageable, because $M^{[4]}$ is now a polynomial of degree 16. Even though the 4 fixed points of $M^{[2]}$ will be carried over to become 4 fixed points of $M^{[4]}$, we are still left with a polynomial of degree 12 to be factored! In this sense, we give up "analysis" and leave the stage and the show to "numerical experiments" and "graphical demonstrations."

For example, for $\mu=3.4495>1+\sqrt{6}(\approx 3.4494897)$, a calculation with $x_{0}=0.5$ using Maple gives
$\mathrm{x}[1]=.71740, \mathrm{x}[2]=.69932, \mathrm{x}[3]=.72532, \mathrm{x}[4]=.68724, \mathrm{x}[5]=.74143$, ......
$\mathrm{x}[981]=.84831, \mathrm{x}[982]=.44386, \mathrm{x}[983]=.85150, \mathrm{x}[984]=.43617, \mathrm{x}[985]=$ $.84832, \mathrm{x}[986]=.44385, \mathrm{x}[987]=.85150, \mathrm{x}[988]=.43617, \mathrm{x}[989]=.84832$, $\mathrm{x}[990]=.44384, \mathrm{x}[991]=.85149, \mathrm{x}[992]=.43618, \mathrm{x}[993]=.84832, \mathrm{x}[994]=$ $.44384, \mathrm{x}[995]=.85149, \mathrm{x}[996]=.43619, \mathrm{x}[997]=.84833, \mathrm{x}[998]=.44383$, $\mathrm{x}[999]=.85149, \mathrm{x}[1000]=.43619$,


Figure 7.20: A period-4 orbit for the logistic map with $\mu=3.4495$


Figure 7.21: Cobwebs for the logistic map with $\mu=3.25,3.525,3.555$, and 3.568 showing the stable period $2,4,8$, and 16 orbits, where $x_{0}=0.5$ and the first 500 iterates are plotted
which is also plotted in Figure 7.20. They show the existence of a period-4 orbit. (Note, compared to previous calculations, it now takes more iterations for the sequence to settle down.) In an exercise, you are asked to use a computer software to plot the graph of $M^{[4]}(x, \mu)$ with $\mu=3.4495$, and then verify that a period- 4 orbit exists.

In fact, for the logistic map $\mu x(1-x)$, the numerical experiments from May [1976], Collet and Eckmann [1980], and Cvitanovic [1984] show that there is a sequence $\mu_{m} \in[3,4]$ such that $\mu_{m}$ is the first period-doubling bifurcation value at which a stable period $-2^{m}$ orbit appears, and the stable orbit loses its stability at the next period-doubling bifurcation value $\mu_{m+1}$. The first few $\mu_{m}$ values are approximately given by the following,
$\mu_{1}=3, \mu_{2}=1+\sqrt{6} \approx 3.44949, \mu_{3}=3.54409, \mu_{4}=3.56441, \mu_{5}=3.56876, \cdots$.

See the cobwebs in Figure 7.21 for the logistic map with $\mu=3.25,3.525$, 3.555 , and 3.568 , showing the corresponding stable period- $2^{m}$ orbits for $m=$ $1,2,3,4$.

If $\mu_{m} \rightarrow 4$ as $m \rightarrow \infty$, then things are not that bad, because then we can simply say that on the $\mu$-interval $(1,4]$, there is a sequence of perioddoubling bifurcations that is carried to the end of the interval at $\mu=4$, such that for each fixed $\mu \in(1,4)$, the map has only a finite number of attractors (which are stable period- $2^{m}$ fixed points of $M^{\left[2^{m}\right]}$ ) and a finite number of unstable orbits (since a stable orbit loses its stability at the next $\mu_{m}$ value).

However, the "bad news" is that $\mu_{m} \rightarrow \mu_{\infty} \approx 3.56994$ as $m \rightarrow \infty$. See Figure 7.22 for a period-doubling bifurcations cascade.

Therefore, for $\mu_{m}$ near $\mu_{\infty}$ as $m \rightarrow \infty$, there will be $2^{m} \approx \infty$ number of attractors distributed inside the $x$-interval $[0,1]$, that is why the situation is so "bad." We now see that the period-doubling bifurcations as $\mu$ is increased through 3 and $1+\sqrt{6}$ are only the beginning of a fascinating sequence of bifurcations that will eventually lead to some very complicated and unexpected behavior.

The "worst" is yet to come. That is, we now should ask: What is going to happen when $\mu$ is increased through $\mu_{\infty} \approx 3.56994$ ? It turns out that for some $\mu$ values in $\left(\mu_{\infty}, 4\right]$, the corresponding solution sequences of the map behave in very erratic ways and never settle down to periodic orbits, or the paths of solution sequences are nonperiodic and completely unpredictable for all practical purposes. For example, for $\mu=3.8$, the numerical solution with $x_{0}=0.5$ using Maple gives


Figure 7.22: $\mu_{m} \rightarrow \mu_{\infty} \approx 3.56994$ and the period-doubling bifurcations cascade

$$
\begin{aligned}
& \mathrm{x}[1]=.790305, \mathrm{x}[2]=.629747, \mathrm{x}[3]=.886029, \mathrm{x}[4]=.383729, \mathrm{x}[5]=.898628, \\
& \mathrm{x}[6]=.346163, \mathrm{x}[7]=.860069, \mathrm{x}[8]=.457328, \cdots . \\
& \mathrm{x}[981]=.567515, \mathrm{x}[982]=.932678, \mathrm{x}[983]=.238600, \mathrm{x}[984]=.690347, \\
& \mathrm{x}[985]=.812318, \mathrm{x}[986]=.579337, \mathrm{x}[987]=.926081, \mathrm{x}[988]=.260128, \\
& \mathrm{x}[989]=.731353, \mathrm{x}[990]=.746606, \mathrm{x}[991]=.718903, \mathrm{x}[992]=.767909, \\
& \mathrm{x}[993]=.677253, \mathrm{x}[994]=.830609, \mathrm{x}[995]=.534651, \mathrm{x}[996]=.945437, \\
& \mathrm{x}[997]=.196025, \mathrm{x}[998]=.598877, \mathrm{x}[999]=.912848, \mathrm{x}[1000]=.302313,
\end{aligned}
$$

and the cobwebs are given in Figure 7.23, showing that the solution sequence is unpredictable or chaotic.

Moreover, these solutions are "sensitively dependent" on initial values: Solutions started with initial values that are very close can diverge widely from each other after some iterations. In an exercise, you are asked to carry out a numerical solution with $\mu=3.8$ and $x_{0}=0.505$ for the logistic map and compare it with the numerical solution given above for $\mu=3.8$ and $x_{0}=0.5$. This situation, showing unpredictability and sensitive dependence on initial values, is in general referred to as chaos for discrete systems, and it is often said that the period-doubling bifurcations cascade of the logistic map is a route to chaos.


Figure 7.23: Cobwebs for the logistic map with $\mu=3.8$ showing chaotic behavior

Now, probably you would expect that the behavior of the logistic map become more and more chaotic when $\mu$ is increased from $\mu_{\infty} \approx 3.56994$ to $\mu=4$. However, the numerical experiments show a truly amazing phenomenon: After seeing the nonperiodic and chaotic iterations that nearly cover some $x$-intervals in $[0,1]$ for some $\mu$ values, such as $\mu=3.8$ in Figure 7.23 , then, all of a sudden, a stable period-3 orbit emerges for (approximately) $3.8284 \leq \mu \leq 3.8415$. For example, a numerical solution with $x_{0}=0.5$ and $\mu=3.84$ (which is close to $\mu=3.8$ in Figure 7.23) using Maple gives
$\mathrm{x}[1]=.79862, \mathrm{x}[2]=.61756, \mathrm{x}[3]=.90692, \mathrm{x}[4]=.32413, \mathrm{x}[5]=.84123, \mathrm{x}[6]$ $=.51286, \mathrm{x}[7]=.95936, \mathrm{x}[8]=.14969, \mathrm{x}[9]=.48879, \mathrm{x}[10]=.95951, \mathrm{x}[11]=$ $.14915, \mathrm{x}[12]=.48733, \mathrm{x}[13]=.95938, \mathrm{x}[14]=.14962, \mathrm{x}[15]=.48860, \mathrm{x}[16]$ $=.95950, \mathrm{x}[17]=.14921, \mathrm{x}[18]=.48749, \mathrm{x}[19]=.95939, \mathrm{x}[20]=.14957$, $\cdots \cdots \mathrm{x}[981]=.48800, \mathrm{x}[982]=.95944, \mathrm{x}[983]=.14940, \mathrm{x}[984]=.48800$, $\mathrm{x}[985]=.95944, \mathrm{x}[986]=.14940, \mathrm{x}[987]=.48800, \mathrm{x}[988]=.95944, \mathrm{x}[989]=$ $.14940, \mathrm{x}[990]=.48800, \mathrm{x}[991]=.95944, \mathrm{x}[992]=.14940, \mathrm{x}[993]=.48800$, $\mathrm{x}[994]=.95944, \mathrm{x}[995]=.14940, \mathrm{x}[996]=.48800, \mathrm{x}[997]=.95944, \mathrm{x}[998]=$ $.14940, \mathrm{x}[999]=.48800, \mathrm{x}[1000]=.95944$,
which shows that

$$
\{.14940, .48800, .95944\}
$$

is a stable period-3 orbit for $\mu=3.84$. The set of these stable period- 3 orbits for $3.8284 \leq \mu \leq 3.8415$ is called a period- 3 window. To understand why this happens, we need to look at the map $M^{[3]}(x, \mu)$ of the logistic map $M$ because period-3 orbits are from fixed points of $M^{[3]}(x, \mu)$. In an exercise, you are asked to plot the graphs of $M^{[3]}(x, \mu)$ for $\mu=3.8$ and 3.84 , and use them to argue that when $\mu$ is increased from $\mu=3.8$ to 3.84 , the graph of $y=M^{[3]}(x, \mu)$ intersects the graph of $y=x$ and creates a stable period-3 orbit. Refer to the graphs in Arrowsmith and Place [1990].

After this period-3 window, a period-doubling bifurcation will occur to this stable period-3 orbit, creating a stable period-6 orbit. Similar to the case for the period $-2^{m}$ cascade, there follows a cascade of stable period- $\left(3 \times 2^{m}\right)$ orbits. Then these stable period- $\left(3 \times 2^{m}\right)$ orbits accumulate at $\mu \approx 3.8495$, and then a new window comes into being, and period-doubling bifurcations come into play again....

Now, with the above analysis and description, it is time to introduce the so-called Final State Diagrams (a name taken from Peitgen, Jurgens, and Saupe [1992]) in Figure 7.24, which plots "all" attractors of the logistic map $M(x, \mu)=\mu x(1-x)$ for "all" parameter $\mu$ values. That is, depending on the printing device, the $\mu$-interval $[2.8,4]$ and the $x$-interval $[0,1]$ are divided according to the horizontal and the vertical pixel resolutions. (As a reference, a computer monitor's resolution is about $1000 \times 800$ pixels.) For each parameter value $\mu$ that is determined by the resolution, iterations $\left\{x_{m}\right\}$ are generated with an arbitrary initial $x_{0}$ value. Typically the first few hundreds of iterations are discarded to allow the solution sequence to settle down to its eventual behavior, and the next few hundreds of iterations are plotted. The parameter range is traversed one pixel at a time and eventually all parameter values set by the resolution are covered. See Figure 7.24, which is generated using Maple with the code

$$
\begin{aligned}
& \mathrm{u}[0]:=2.8 ; \mathrm{N}:=300 ; \text { pix:=(4-2.8)/N; Max:=1000; Min:=500; } \\
& \text { for i from } 1 \text { by } 1 \text { to } \mathrm{N} \text { do } \\
& \mathrm{x}[\mathrm{i}, 0]:=0.5 ; \mathrm{u}[\mathrm{i}]:=\mathrm{u}[\mathrm{i}-1]+\mathrm{pix} ; \\
& \text { for } \mathrm{m} \text { from } 0 \text { by } 1 \text { to } \operatorname{Max} \text { do } \\
& \mathrm{x}[\mathrm{i}, \mathrm{~m}+1]:=\mathrm{u}[\mathrm{i}]]^{*}[\mathrm{i}, \mathrm{~m}]^{*}(1-\mathrm{x}[\mathrm{i}, \mathrm{~m}]) ; \\
& \text { od; } \\
& \text { od: }
\end{aligned}
$$



Figure 7.24: The Final State Diagrams for the logistic map

Note that the Final State Diagrams in Figure 7.24 is different from a bifurcation diagram for fixed points (such as Figure 7.19), because unstable fixed points are not shown in Figure 7.24. All of the results we have derived for the logistic map $M(x, \mu)=\mu x(1-x)$ can be found in Figure 7.24. For example, when $\mu=3.4$, the period- 2 orbit is given by $\{0.451963,0.842154\}$, which can be determined from Figure 7.24. Also note that the white band near $\mu=3.835$ is the period-3 window mentioned above. (Now, imagine the Final State Diagrams in Figure 7.24 as a dark house, then you will understand why the word "window" is used.)

Compare the logistic differential equation and the logistic map. It is now clear that the logistic map is much more complex and difficult to handle because unlike scalar differential equations where solutions flow monotonically on the $x$-axis, the solution sequences of the logistic map can jump back and forth, leading to some strange and unexpected behavior, or chaos.

## Exercises 7.3

1. Verify that if $M(x)=x$, then $M^{[m]}(x)=x, m \geq 1$.
2. Prove Theorem 7.3.3.
3. Prove that points $\left\{x, M(x), M^{[2]}(x), \cdots, M^{[k-1]}(x)\right\}$ of a period-k orbit are distinct.
4. Verify the pictures in Figure 7.15 for different $\mu$ values.
5. Divide the $\mu$-interval $[2.8,4]$ into $N=100$ subintervals. For each subinterval, arbitrarily select a $\mu$ value and calculate (using a computer software such as Maple) the corresponding logistic map with an arbitrary initial value $x_{0}$. Plot your calculations in the $(\mu, x)$ plane and compare it with Figure 7.24 . Do the same with $N=50,200,300, \cdots$.
6. Use the sketching techniques in calculus (that is, use derivatives) or use Maple software to sketch the three functions in Figure 7.18.
7. Derive (3.9).
8. For the $x_{ \pm}^{*}$ given by (3.10) for $\mu>3$, verify that $M\left(x_{+}^{*}, \mu\right)=x_{-}^{*}$ and $M\left(x_{-}^{*}, \mu\right)=x_{+}^{*}$.
9. Verify $\frac{\partial M^{[2]}}{\partial x}\left(x_{ \pm}^{*}, \mu\right)=4+2 \mu-\mu^{2}$ in (3.11).
10. Derive (3.12).
11. Derive (3.16).
12. Use a computer software to plot the graph of $M^{[4]}(x, \mu)$ of the logistic map with $\mu=3.4495$, and then verify that a period- 4 orbit exists.
13. Carry out a numerical solution with $\mu=3.8$ and $x_{0}=0.505$ for the logistic map and compare it with the numerical solution given in this section for $\mu=3.8$ and $x_{0}=0.5$.
14. Plot the graphs of $M^{[3]}(x, \mu)$ of the logistic map for $\mu=3.8$ and 3.84 , and use them to argue that when $\mu$ is increased from $\mu=3.8$ to 3.84 , the graph of $y=M^{[3]}(x, \mu)$ intersects the graph of $y=x$ and creates a stable period-3 orbit.

### 7.4 Universality

In the previous section, we have seen how strange and complex the Final State Diagrams are for the logistic map in Figure 7.24. Now, the sine map

$$
\begin{equation*}
M(x)=\mu \sin \pi x, \quad x \in[0,1], \quad \mu \in[0,1] \tag{4.1}
\end{equation*}
$$

in Example 7.1.2 is completely different from the logistic map, therefore we may expect the Final State Diagrams for the sine map (4.1) will be a completely different "monster." However, the amazing thing is that the Final State Diagrams for the sine map (4.1) given in Figure $\mathbf{7 . 2 5}$ resembles Figure 7.24 of the logistic map almost perfectly. The calculations in Example 7.1.2 can be used to support the Final State Diagrams for the sine map (4.1) in Figure 7.25. For example, for $\mu=0.7$, Example 7.1.2 indicates that $x^{*}=$ .6365 is an attractor, which can be seen in Figure 7.25 ; for $\mu=0.8$, Example 7.1.2 indicates that $x_{1}^{*}=.475163$ and $x_{2}^{*}=.797565$ are two attractors (or a period-2 cycle), which can also be seen in Figure 7.25; finally, for $\mu=0.95$, Example 7.1.2 indicates that the iterations $\left\{x_{m}\right\}$ never settle down to a single attractor or a periodic cycle, and cover nearly all values from 0.2 to 0.9, which is evident in Figure 7.25.

The difference between the Final State Diagrams for the two maps (the logistic map and the sine map) is in the horizontal axis: [2.8, 4] for the logistic map and $[0.7,1]$ for the sine map. Otherwise, the qualitative properties of the two diagrams for the two maps are the same: they both start with one single attractor, then period-doubling bifurcations lead them to chaos, then periodic windows occur, then chaos, $\cdots$.

This observation in fact illustrates a remarkable universality result of Metropolis, et al. [1973] for any unimodal map $\mu f(x)$, where the function $f(x)$ is concave down and has a unique maximum. See Figure 7.26 for a unimodal map $\mu f(x)$, which includes the logistic map and the sine map as special cases.

Metropolis, et al. [1973] proved that for all unimodal maps, as the parameter $\mu$ is varied, the numbers of periodic attractors appear in the same order, now called the universal sequence or U-sequence:

$$
1,2,2 \times 2,4 \times 2, \cdots, 6, \cdots, 5, \cdots, 3,3 \times 2, \cdots
$$

where 1 is for the first attractor; 2 is for the first period-doubling bifurcation; $2 \times 2=2^{2}$ is for the second period-doubling bifurcation, and $4 \times 2=2^{3}$ is for the third period-doubling bifurcation; $\cdots, 6,5$, and 3 are for the three

### 7.4. Universality



Figure 7.25: The Final State Diagrams for the sine map (4.1)
large visible windows; and $3 \times 2$ is for the first period-doubling bifurcation of the visible period- 3 window, $\cdots$.

The U-sequence has been found in experiments on the BelousovZhabotinsky chemical reaction. That is, within the experimental resolution, the periodic states occurred in the exact order predicted by the U-sequence, see Strogatz [1994] for further details.

Next, let's look at another universality result for unimodal maps. For a given unimodal map, define a sequence $\mu_{m}$ such that $\mu_{m}$ is the first perioddoubling bifurcation value at which a stable period $-2^{m}$ orbit appears. For example, for the logistic map, we know from the previous section that
$\bar{\mu}_{1}=3, \bar{\mu}_{2}=1+\sqrt{6} \approx 3.44949, \bar{\mu}_{3}=3.54409, \bar{\mu}_{4}=3.56441, \bar{\mu}_{5}=3.56876, \cdots$
(we use $\bar{\mu}$ here for the logistic map). Now define

$$
\Delta_{m}=\mu_{m+1}-\mu_{m}
$$

which in geometry measures the distance between consecutive bifurcation values, see Figure 7.27.


Figure 7.26: A unimodal map $\mu f(x)$

Consider the ratio

$$
\delta_{m}=\frac{\Delta_{m}}{\Delta_{m+1}} .
$$

For example, for the logistic map,

$$
\begin{align*}
& \bar{\delta}_{1}=\frac{\bar{\Delta}_{1}}{\bar{\Delta}_{2}}=\frac{3.44949-3}{3.54409-3.44949}=4.7514799 \\
& \bar{\delta}_{2}=\frac{\bar{\Delta}_{2}}{\overline{\Delta_{3}}}=\frac{3.54409-3.44949}{3.56441-3.54409}=4.6555118 ; \\
& \bar{\delta}_{3}=\frac{\bar{\Delta}_{3}}{\bar{\Delta}_{4}}=\frac{3.56441-3.54409}{3.56876-3.56441}=4.6712643 ; \cdots \tag{4.2}
\end{align*}
$$

Feigenbaum [1979] verified (see de Melo and van Strien [1993] for references of a formal proof) that the series $\left\{\delta_{m}\right\}$ converges and

$$
\delta=\lim _{m \rightarrow \infty} \delta_{m}=4.669 \ldots
$$

which is an important mathematical constant, such as $\pi$ and $e$. This useful result can be applied to any unimodal map and estimate when the next bifurcation will occur.

Finally, we introduce one more astonishing universality result of Sarkovskii [1964] concerning general one-dimensional maps (not necessarily unimodal maps). Let's order the positive integers in the following way, called the Sarkovskii ordering:

$$
\begin{aligned}
& 3 \prec 5 \prec 7 \prec 9 \prec \cdots \\
& 2 \cdot 3 \prec 2 \cdot 5 \prec 2 \cdot 7 \prec 2 \cdot 9 \prec \ldots
\end{aligned}
$$



Figure 7.27: The distance between consecutive bifurcation values given by $\Delta_{m}$

$$
\begin{align*}
& 2^{2} \cdot 3 \prec 2^{2} \cdot 5 \prec 2^{2} \cdot 7 \prec 2^{2} \cdot 9 \prec \cdots \\
& 2^{3} \cdot 3 \prec 2^{3} \cdot 5 \prec 2^{3} \cdot 7 \prec 2^{3} \cdot 9 \prec \cdots \\
& \cdots \cdots  \tag{4.3}\\
& \cdots \prec 2^{4} \prec 2^{3} \prec 2^{2} \prec 2 \prec 1 .
\end{align*}
$$

That is, write all the odd numbers except 1, then 2 times these odd numbers, $2^{2}$ times these odd numbers, $2^{3}$ times these odd numbers, etc, finally, write the powers of 2 in decreasing order. They look strange, but they include all positive integers.

Theorem 7.4.1 (Sarkovskii) Let $f: \Re \rightarrow \Re$ be a continuous map. If $f$ has a period-p orbit, then $f$ has a period- $q$ orbit if $p \prec q$ in the Sarkovskii ordering.

Theorem 7.4.1 is such a powerful result, and indicates, in particular, that if $f$ has a period- 3 orbit, then $f$ has periodic orbits of every integer period. Applying this to the logistic map, for which we have calculated in the previous section that $\{.14940, .48800, .95944\}$ is a period- 3 orbit for $\hat{\mu}=3.84$, we conclude that for $\hat{\mu}=3.84$ the logistic map has periodic orbits of every integer period. Note that we don't see them (except period-3) in the Final State Diagrams in Figure 7.24 because they are unstable. Next,
for any $\mu \in[\hat{\mu}, 4]=[3.84,4]$, the corresponding map also has a period- 3 orbit (which may be unstable for some $\mu$ values); thus the map also has periodic orbits of every integer period. This idea was utilized by Li and Yorke [1975] in their famous paper "Period Three Implies Chaos."

Some related topics concerning universality results can be found in Glendinning [1994], Strogatz [1994], and Smith [1998].

## Exercises 7.4

1. For the sine map (4.1), divide the $\mu$-interval $[0,1]$ into 100 subintervals. For each subinterval, arbitrarily select a $\mu$ value and calculate, using a computer software such as Maple, the corresponding sine map with an arbitrary initial value $x_{0}$. Plot your calculations in the $(\mu, x)$ plane and compare it with Figure 7.25.
2. Use a computer software to plot the graph of $M^{[4]}(x, \mu)$ of the sine map with $\mu=0.85$, and then verify that a period- 4 orbit exists.
3. Plot the graphs of $M^{[3]}(x, \mu)$ of the sine map for $\mu=0.925$ and 0.94 , and use them to argue that when $\mu$ is increased from $\mu=0.925$ to 0.94 , the graph of $y=M^{[3]}(x, \mu)$ intersects the graph of $y=x$ and creates a stable period-3 orbit.
4. Use the analysis for the logistic map in the previous section as a guide and carry out similar analysis for the sine map.
5. Consider the map

$$
M(x, \mu)=\left\{\begin{array}{ll}
2 \mu x, & 0 \leq x \leq \frac{1}{2}, \\
2 \mu(1-x), & \frac{1}{2}<x \leq 1
\end{array} \quad \mu \in[0,1]\right.
$$

where for each fixed $\mu$ the graph of $M(x, \mu)$ in $x$ looks like a " $\wedge$," thus it is called a tent map.
(a) Divide the $\mu$-interval $[0,1]$ into 100 subintervals. For each subinterval, arbitrarily select a $\mu$ value and calculate, using a computer software such as Maple, the corresponding tent map with an arbitrary initial value $x_{0}$. Plot your calculations in the $(\mu, x)$ plane.
(b) Use the analysis for the logistic map in the previous section as a guide and carry out similar analysis for the tent map.

### 7.5 The Lorenz System and Strange Attractors

We have seen that chaotic behavior can occur to discrete systems (maps or difference equations). For continuous systems (differential equations), solutions of scalar differential equations behave orderly because they are monotone flows on the $x$-axis. For differential equations in $\Re^{2}$, solutions move in a plane and also behave orderly due to the famous Poincaré-Bendixson theorem to be derived in Chapter 8. For differential equations in $\Re^{n}, n \geq 3$, solutions are in space, thus chaotic behavior can occur.

A major contribution in this area was given by Lorenz in 1963, at a time computer technology made heavy numerical calculations possible. The socalled Lorenz system has generated a great deal of interest in analysis and numerical solutions of nonlinear dynamical systems and chaos, and has become another icon of nonlinear dynamics. It is also a rich source of examples of various types of bifurcations and chaotic behavior in nonlinear dynamics.

The Lorenz system is a simplified version of a set of complicated equations modeling the motion of convective fluid (or weather for short) warmed from below, but still retains the interesting and representative behavior of the original equations. It is a differential equation in $\Re^{3}$ given by

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=\sigma(y-x),  \tag{5.1}\\
\frac{d y}{d t}=r x-y-x z, \\
\frac{d z}{d t}=x y-b z,
\end{array}\right.
$$

where $x$ measures the rate of convective overturning, $y$ measures the horizontal temperature variation, and $z$ measures the vertical temperature variation, and $\sigma, r$, and $b$ are positive parameters that are proportional to some numbers derived from some physics experiments, such as the Prandtl number and the Rayleigh number.

Similar to the logistic map, the Lorenz system (5.1) looks so innocuous, and were it not for the two nonlinear terms $x z$ and $x y$, the system can be solved completely using the results of Chapter 3 . However, as we will see, the solutions of the Lorenz system can behave very "strangely" or "badly" as the parameters are varied.

First, we outline some results about the Lorenz system that can still be handled by using "analysis," see Lorenz [1963], Sparrow [1982], and Guckenheimer and Holmes [1986] for more details. The origin $(0,0,0)$ is a critical point for all parameter values, thus let's look at the linearized equation at
$(0,0,0)$, whose matrix is given by

$$
\left[\begin{array}{ccc}
-\sigma & \sigma & 0  \tag{5.2}\\
r & -1 & 0 \\
0 & 0 & -b
\end{array}\right]
$$

Now, the eigenvalues are given by

$$
\begin{equation*}
-b, \quad \frac{-(1+\sigma) \pm \sqrt{(1+\sigma)^{2}-4 \sigma(1-r)}}{2} \tag{5.3}
\end{equation*}
$$

If $0<r<1$, then $-4 \sigma(1-r)<0$, and

$$
(1+\sigma)^{2}-4 \sigma(1-r)>(1+\sigma)^{2}-4 \sigma=(1-\sigma)^{2} \geq 0
$$

Thus, all three eigenvalues are real negative numbers. Therefore, the origin $(0,0,0)$ of Eq. (5.1) is asymptotically stable when $0<r<1$, using the stability analysis from Chapter 5 . This result can also be established by examining the Liapunov function

$$
\begin{equation*}
V=\frac{1}{2 \sigma}\left[x^{2}+\sigma y^{2}+\sigma z^{2}\right] \tag{5.4}
\end{equation*}
$$

and its derivative using Eq. (5.1),

$$
\begin{align*}
\frac{d V}{d t} & =x(y-x)+y(r x-y-x z)+z(x y-b z) \\
& =-x^{2}+(1+r) x y-y^{2}-b z^{2} \\
& \leq-x^{2}+\frac{1+r}{2}\left(x^{2}+y^{2}\right)-y^{2}-b z^{2} \\
& =-\left(1-\frac{1+r}{2}\right) x^{2}-\left(1-\frac{1+r}{2}\right) y^{2}-b z^{2} \tag{5.5}
\end{align*}
$$

Now, for $0<r<1$, we have

$$
\begin{equation*}
\frac{d V}{d t} \leq-\left(1-\frac{1+r}{2}\right) x^{2}-\left(1-\frac{1+r}{2}\right) y^{2}-b z^{2} \leq 0 \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d V}{d t}<0 \quad \text { if } \quad(x, y, z) \neq(0,0,0) \tag{5.7}
\end{equation*}
$$

which implies that $V$ and $-V^{\prime}$ are positive definite. Thus, using the stability analysis from Chapter 5 , the origin $(0,0,0)$ of Eq. (5.1) is asymptotically
stable when $0<r<1$. It is also true that the origin $(0,0,0)$ is the only critical point when $0<r<1$, see an exercise.

When $r>1$, the origin loses its stability because one (and only one) eigenvalue given in (5.3) becomes positive. Now, two new critical points appear at
$C_{1}=(\sqrt{b(r-1)}, \sqrt{b(r-1)}, r-1), \quad C_{2}=(-\sqrt{b(r-1)},-\sqrt{b(r-1)}, r-1)$,
therefore, the system (5.1) undergoes a bifurcation at the bifurcation value $r=1$. For the parameter values $\sigma=10$ and $b=\frac{8}{3}$ selected in Lorenz [1963], it is shown that using the linearizations near $C_{1}$ and $C_{2}$ and then the eigenvalues of the corresponding matrices, the critical points $C_{1}$ and $C_{2}$ are stable for $1<r<24.74$ (approximately), and unstable for $r>24.74$ (approximately). Moreover, Poincaré-Andronov-Hopf bifurcations take place at $C_{1}$ and $C_{2}$ when $r \approx 24.74$.

That is, for $r>24.74$, all critical points of the Lorenz system are unstable, thus the trajectories cannot approach the three critical points. Accordingly, we ask: Where do the trajectories go when $r>24.74$ ? Based on our current understanding of the trajectories on a line or on a plane of scalar or planar equations, we may guess that the trajectories of the Lorenz system would go to infinity or "pile up" at some periodic orbits. If that is the case, then there is nothing strange about the Lorenz system. However, things are so complex and strange about the Lorenz system, since now the trajectories are in $\Re^{3}$ and can behave in erratic ways. In fact, the following result says that the trajectories of Eq. (5.1) cannot go to infinity.

Proposition 7.5.1 Consider the Lorenz system (5.1). For any fixed parameter values $\sigma, b$, and $r$, there is a sphere with radius $R, S_{R}$, in $\Re^{3}$ such that every trajectory of Eq. (5.1) eventually enters $S_{R}$ and never thereafter leaves it.

Proof. Consider the Liapunov function

$$
\begin{equation*}
V=\frac{1}{2 \sigma b}\left[r x^{2}+\sigma y^{2}+\sigma(z-2 r)^{2}\right] \tag{5.8}
\end{equation*}
$$

which is related to the distance from $(x, y, z)$ to $(0,0,2 r)$. Its derivative using Eq. (5.1) gives

$$
\frac{d V}{d t}=\frac{r}{b} x(y-x)+\frac{1}{b} y(r x-y-x z)+\frac{1}{b}(z-2 r)(x y-b z)
$$

$$
\begin{align*}
& =-\frac{r}{b} x^{2}-\frac{1}{b} y^{2}-\left(z^{2}-2 r z\right) \\
& =-\frac{r}{b} x^{2}-\frac{1}{b} y^{2}-(z-r)^{2}+r^{2} \tag{5.9}
\end{align*}
$$

Then $\frac{d V}{d t} \geq 0$ (or $\frac{r}{b} x^{2}+\frac{1}{b} y^{2}+(z-r)^{2} \leq r^{2}$ ) defines a bounded and closed set $D$ in $\Re^{3}$ including the point $(0,0,2 r)$. Therefore, there exists a sphere with radius $R, S_{R}$, in $\Re^{3}$ such that $D$ is inside the interior of $S_{R}$.

Consequently, $\frac{d V}{d t}<0$ on the boundary or outside of $S_{R}$. Now, a trajectory inside $S_{R}$ cannot leave $S_{R}$ because $\frac{d V}{d t}<0$ on the boundary of $S_{R}$. Next, if a trajectory starts from a point $Q$ that is outside of $S_{R}$, then $Q$ is inside a sphere with radius $R^{*}>R$. For the closed and bounded set in $\Re^{3}$ defined by $R \leq \sqrt{x^{2}+y^{2}+z^{2}} \leq R^{*}$, there is a constant $\delta>0$ such that $\frac{d V}{d t} \leq-\delta$. Thus for the trajectory from $Q$, the corresponding $V$ value decreases and (see an exercise) the trajectory enters $S_{R}$ at some finite $t$ value. This completes the proof.

Now we know that the trajectories of the Lorenz system are confined in a bounded set in $\Re^{3}$, so the next question is: Will the trajectories pile up at some periodic orbits? The answer is that for the parameter values $\sigma=10, b=\frac{8}{3}$, and $r$ near 28 , there are no stable periodic orbits. Thus for those parameter values, the trajectories are bounded but cannot pile up at some periodic orbits. Then the question is: Where do the trajectories go and how do they behave? Now, it is time to introduce Figure 7.28, showing some pictures of a trajectory of Eq. (5.1) derived using numerical experiments with $\sigma=10, b=\frac{8}{3}$, and $r=28$. See Lorenz [1963], Sparrow [1982], and Guckenheimer and Holmes [1986] for additional references.

The trajectory in Figure 7.28 does not intersect itself in $\Re^{3}$, so the crossings in Figure 7.28 are the result of projection in $\Re^{2}$. Moreover, the numerical experiments indicate that all trajectories are attracted to a set that resembles a butterfly in motion. That is, the set looks like a "thick" surface with an infinite number of sheets or wings, or looks like a "book" with an infinite number of pages. Next, the most bizarre thing is that the set has zero volume and the dimension of the set is about 2.05 , not even an integer! Because things are so strange about this set, it is nowadays called a strange attractor.

The numerical experiments also indicate that the solutions of Eq. (5.1) are "sensitively dependent" on initial values. That is, solutions started with initial values that are nearby diverge, or display radically different dynamical behavior, after a short time, which makes the long time prediction impos-
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Figure 7.28: A trajectory of the Lorenz system with $\sigma=10, b=\frac{8}{3}$, and $r=28$
sible. In fact, Lorenz found that every time he tried to recompute a given solution using the same computer and program, he got a different solution, and those solutions looked as if they were not related. The reason was that his recorded values of $x, y$, and $z$ were less accurate than the internal representation of the computer, so that actually those solutions started with different but nearby initial values.

Moreover, in the projection onto the $(x, z)$ plane in Figure 7.28 that looks like a butterfly, a trajectory will cruise a few circuits on one side, then suddenly move to the other side and cruise a few circuits, and then suddenly move back $\cdots$, and this process will continue forever, such that the trajectory will wind around the two sides infinitely many times without ever settling down. And the fashion in which the trajectory moves around the two sides is unpredictable. Similar to discrete systems, the nonperiodic behavior or unpredictability of solutions and the sensitive dependence on initial values is generally called chaos for continuous systems (differential equations).

Since we mentioned the nonperiodic behavior of solutions for the parameter values $\sigma=10, b=\frac{8}{3}$, and $r$ near 28 , we also must mention that for other $r$ values, bifurcations can happen and periodic orbits will appear for the Lorenz system, in ways similar to those of the logistic map. In fact, for $145<r<167$, the bifurcation diagram of the period-doubling cascade of the Lorenz system is very similar to those of the logistic map given in Section 7.3. See Sparrow [1982] for additional details.

Now, a periodic orbit of the Lorenz system, $\Gamma$, is in $\Re^{3}$ and is not easy to deal with. A main tool here is to find a two-dimensional hypersurface, $\sum$, that is perpendicular to $\Gamma$ at some point $p_{0}$ of $\Gamma$, and then look at how trajectories leave and return to $\sum$. More precisely, if $p \in \sum$ is sufficiently near $p_{0}$, then using continuous dependence on initial conditions, the trajectory leaving $p$ will return to $\sum$. Thus we can denote $P(p) \in \sum$ the point of first return of the point $p$ to $\sum$. See Figure 7.29. We call $\sum$ a Poincaré section and the map $P$ a Poincaré map (or a first return map), because this idea was introduced by Poincaré [1892] in his study of the three body problem in celestial mechanics, where he reduced the study of a continuous time system (differential equation) to the study of an associated discrete time system (map).

With this Poincaré section and Poincaré map, the analysis of trajectories near a periodic orbit $\Gamma$ of the Lorenz system in dimension three is reduced to a two-dimensional map. Now, $p_{0}$ is a fixed point of the Poincaré map, and the collection of points on $\sum$ can provide us with very good information about the trajectories near $\Gamma$. For example, if $p_{1} \in \sum$ is another fixed point


Figure 7.29: A Poincaré section and a Poincaré map
of $P$, then the corresponding trajectory is a periodic orbit of the Lorenz system with its period close to that of $\Gamma$. Otherwise, if $p_{2} \in \sum$ gives rise to a chaotic trajectory, then the corresponding points on $\sum$ will not show any pattern. This way, the trajectories near periodic orbits can be analyzed. See Hirsch and Smale [1974], Guckenheimer and Holmes [1986], Wiggins [1990], Perko [1991], Tsonis [1992], and Alligood, Sauer, and Yorke [1997] for additional details.

Finally, we point out that most results about the Lorenz system or Lorenz-like chaotic differential equations are based on numerical experiments, which suggests caution in the interpretation of them before some "mathematical proofs" can be found. Nowadays, people have started to rigorously define "strange attractors" and "chaos" and then prove their existence. For example, the following definitions are given in Wiggins [1990].

Definition 7.5.2 In $\Re^{n}$, consider an autonomous system for $t \geq 0$ and denote $\phi(t, x)$ the solution started from $x$ (respectively denote $M(x)$ the map started from $x$ ). A set $\Lambda \subset \Re^{n}$ is said to be invariant if $x \in \Lambda$ implies $\phi(t, x) \in \Lambda$ for $t \geq 0$, (respectively $M^{[k]}(x) \in \Lambda$ for $k \geq 0$ ). A closed invariant set $\Lambda \subset \Re^{n}$ is called an attracting set if there is some neighborhood $U$ of $\Lambda$ such that for any $x \in U$ and any $t \geq 0$, one has $\phi(t, x) \in U$ and $\phi(t, x) \rightarrow \Lambda$ as $t \rightarrow \infty$ (respectively for any $x \in U$ and any $k \geq 0$, one has $M^{[k]}(x) \in U$ and $M^{[k]}(x) \rightarrow \Lambda$ as $\left.k \rightarrow \infty\right)$.

Definition 7.5.3 A solution $\phi(t, x)$ (respectively a map $M(x)$ ) is said to be topologically transitive on a closed invariant set $\Lambda \subset \Re^{n}$ if for any
two open sets $U, V \subset \Lambda$, there exists a $t \geq 0$ (respectively $k \geq 0$ ) such that $\phi(t, U) \cap V \neq \varnothing$ (respectively $M^{[k]}(U) \cap V \neq \varnothing$ ).

Definition 7.5.4 $A$ closed invariant set $\Lambda \subset \Re^{n}$ is said to be an attractor if it is a topologically transitive attracting set.

Definition 7.5.5 Let $\Lambda \subset \Re^{n}$ be a compact invariant set. A solution $\phi(t, x)$ (respectively a map $M(x)$ ) is said to have sensitive dependence on initial conditions on $\Lambda$ if there exists an $\varepsilon>0$ such that for any $x \in \Lambda$ and any neighborhood $U$ of $x$, there exists a $y \in U$ and $t>0$ (respectively $k>0$ ) such that $|\phi(t, x)-\phi(t, y)|>\varepsilon$ (respectively $\left.\left|M^{[k]}(x)-M^{[k]}(y)\right|>\varepsilon\right)$.

Definition 7.5.6 $A$ compact invariant set $\Lambda \subset \Re^{n}$ is said to be chaotic if a solution $\phi(t, x)$ (respectively a map $M(x)$ ) has sensitive dependence on initial conditions on $\Lambda$, and $\phi(t, x)$ (respectively a map $M(x)$ ) is topologically transitive on $\Lambda$, and the periodic orbits are dense in $\Lambda$.

Definition 7.5.7 Assume that the compact invariant set $\Lambda \subset \Re^{n}$ is an attractor. Then $\Lambda$ is called $a$ strange attractor if it is chaotic.

An immediate consequence of the above definitions is that there is nothing strange about $x^{\prime}=2 x$ in Example 7.1.1, or there is no strange attractor for $x^{\prime}=2 x$ (see an exercise).

For one-dimensional maps, such as the logistic map, the existence results for the strange attractors as defined in Definition 7.5 .7 are quite complete, see Jakobsen [1981], Misiurewicz [1981], and Johnson [1987]. For Lorenz or Lorenz-like chaotic differential equations, some progress has been made in this direction. See Sinai and Vul [1981], Afraimovich, Bykov, and Silnikov [1983] for additional references.

## Exercises 7.5

1. Verify that the origin $(0,0,0)$ is the only critical point for the Lorenz system (5.1) when $0<r<1$.
2. Assume $0<r<1$ and consider the function of two variables $x$ and $y$ given by

$$
f(x, y)=-x^{2}+(1+r) x y-y^{2}
$$

Use

$$
\left\{\begin{array}{l}
\frac{\partial f}{\partial x}=-2 x+(1+r) y,  \tag{5.10}\\
\frac{\partial f}{\partial y}=-2 y+(1+r) x,
\end{array}\right.
$$

and

$$
\frac{\partial^{2} f}{\partial x^{2}}=-2, \quad \frac{\partial^{2} f}{\partial y^{2}}=-2, \quad \frac{\partial^{2} f}{\partial x \partial y}=1+r,
$$

and the second derivative test to verify for $f(x, y)$ that $(x, y)=(0,0)$ is the only maximum point. This is another way to analyze the Liapunov function in (5.4) and confirm that the origin ( $0,0,0$ ) is asymptotically stable.
3. Verify that if $r>1$, two new critical points appear at

$$
\begin{aligned}
& C_{1}=(\sqrt{b(r-1)}, \sqrt{b(r-1)}, r-1), \\
& C_{2}=(-\sqrt{b(r-1)},-\sqrt{b(r-1)}, r-1),
\end{aligned}
$$

for the Lorenz system. Hence, the system undergoes a bifurcation at the bifurcation value $r=1$.
4. Find all critical points of the Lorenz system.
5. Linearize the Lorenz system near $C_{1}$ and $C_{2}$, and determine the linear matrices. Then use the matrices to determine the characteristic equations for the eigenvalues, and then analyze the eigenvalues.
6. Verify in the proof of Proposition 7.5 .1 that for the closed and bounded set in $\Re^{3}$ defined by $R \leq \sqrt{x^{2}+y^{2}+z^{2}} \leq R^{*}$, there is a constant $\delta>0$ such that $\frac{d V}{d t} \leq-\delta$.
7. Provide more details for the last statement in the proof of Proposition 7.5.1, that is, the corresponding $V$ value decreases and the trajectory enters $S_{R}$ at some finite $t$ value.
8. Analyze $x^{\prime}=2 x$ in Example 7.1.1 and verify that there is no strange attractor as defined in Definition 7.5.7.

### 7.6 The Smale Horseshoe

In this section, we provide an example of a strange invariant set possessing chaotic dynamics that resulted from a map first studied by Smale [1963]. Due to the image of the map of its domain, the map is called a Smale horseshoe, and will be briefly described here. See Guckenheimer and Holmes [1986], Wiggins [1990], and Arrowsmith and Place [1990] for additional details.

Let

$$
D=\left\{(x, y) \in \Re^{2}: 0 \leq x \leq 1,0 \leq y \leq 1\right\}
$$

be the unit square in $\Re^{2}$ enclosing the two horizontal rectangles

$$
\begin{aligned}
& H_{0}=\left\{(x, y) \in \Re^{2}: 0 \leq x \leq 1,0 \leq y \leq \eta\right\} \\
& H_{1}=\left\{(x, y) \in \Re^{2}: 0 \leq x \leq 1,1-\eta \leq y \leq 1\right\}
\end{aligned}
$$

Define a map $f: D \rightarrow \Re^{2}$ using the following geometry in Figure 7.30.


Figure 7.30: The Smale horseshoe map

That is, the map $f$ contracts the unit square $D$ in the $x$-direction to a width of $\lambda$, and expands in the $y$-direction, and then folds $H_{1}$, or the up end, by negative $180^{\circ}$ so that $V_{0}=f\left(H_{0}\right)$ and $V_{1}=f\left(H_{1}\right)$ are inside the unit square $D$ as shown in Figure 7.30, which looks like a horseshoe and explains why the map $f$ is called a horseshoe map.

Since $f$ is one-to-one and onto, $f$ has an inverse $f^{-1}$, and $f^{-1}$ restricted to $V_{0} \cup V_{1}$ has the following geometry in Figure 7.31.


Figure 7.31: The map $f^{-1}$ restricted to $V_{0} \cup V_{1}$

That is, the map $f^{-1}$ contracts in the $y$-direction to a height of $\eta$, and expands in the $x$-direction, and then folds $V_{1}$, or the right end, by positive $180^{\circ}$ so that $f^{-1}\left(V_{0}\right)=H_{0}$ and $f^{-1}\left(V_{1}\right)=H_{1}$. Note that the part between $V_{0}$ and $V_{1}$ is not in the domain of $f^{-1}$, but it is attached for convenience in geometry, and we write $f^{-1}(D)$ to mean $f^{-1}\left(V_{0} \cup V_{1}\right)$.

Accordingly, we have the following important result, which is explained in Figure 7.32.

Lemma 7.6.1 (a). If $V$ is a vertical rectangle inside $D$ with height 1, then $f(V) \cap D$ consists of precisely two vertical rectangles with height 1, one in $V_{0}$ and one in $V_{1}$. (b). If $H$ is a horizontal rectangle inside $D$ with width 1 , then $f^{-1}(H) \cap D$ consists of precisely two horizontal rectangles with width 1, one in $H_{0}$ and one in $H_{1}$.

To understand the iterations $f^{i}, i= \pm 1, \pm 2, \cdots$, we begin with $f^{2}$. According to Lemma 7.6.1, $f^{2}(D) \cap D$ maps $H_{0} \cup H_{1}$ to four vertical rectangles shown in Figure 7.33, where $V_{0}$ is mapped to $V_{00}$ in $V_{0}$ and $V_{01}$ in $V_{1} ; V_{1}$ is mapped to $V_{10}$ in $V_{0}$ and $V_{11}$ in $V_{1}$. That is, the first digit from the left in $V_{* *}$ tells where it came from and the second digit from the left tells which $V_{i}, i=0,1$, it belongs now.

Similarly, $f^{3}(D) \cap D$ maps $H_{0} \cup H_{1}$ to eight vertical rectangles shown in Figure 7.33, where, for example, $V_{101}$ resulted from

$$
V_{1} \rightarrow V_{10}=f\left(V_{1}\right) \cap V_{0} \rightarrow V_{101}=f\left(V_{10}\right) \cap V_{1},
$$

which is completely determined by the sequence (101) of 0 's and 1 's when we consider the doubling of vertical rectangles. Therefore, we can identify


Figure 7.32: $f(V)$ and $f^{-1}(H)$
$V_{101}$ with a sequence $(101)_{V}$, where the subindex " $V$ " means that we are dealing with vertical rectangles in $V_{0} \cup V_{1}$.

If we continue in this fashion, we find that $f^{j}(D) \cap D, j \geq 1$, consists of $2^{j}$ vertical rectangles in $V_{0} \cup V_{1}$, and can be identified with sequences of 0 's and 1's of length j . For example, $V_{1010}$ will result from

$$
V_{1} \rightarrow V_{10}=f\left(V_{1}\right) \cap V_{0} \rightarrow V_{101}=f\left(V_{10}\right) \cap V_{1} \rightarrow V_{1010}=f\left(V_{101}\right) \cap V_{0}
$$

and can be identified with $(1010)_{V}$. Accordingly,

$$
\bigcap_{j=0}^{\infty} f^{j}(D)=D \cap f(D) \cap f^{2}(D) \cap f^{3}(D) \cap f^{4}(D) \cdots
$$

gives

$$
\left\{V_{s_{0} s_{1} s_{2} \cdots}: \quad s_{j} \in\{0,1\}, \quad j \geq 0\right\}
$$

which can be identified with infinite sequences $\left(s_{0} s_{1} s_{2} \cdots\right)_{V}$ of 0 's and 1 's. In geometry, $\bigcap_{j=0}^{\infty} f^{j}(D)$ consists of an infinite number of vertical lines (rectangles are sliced into lines after a limit process), and has a structure that


Figure 7.33: $f^{2}(D) \cap D$ and $f^{3}(D) \cap D$
looks like a Cantor set. (A one-dimensional Cantor set is constructed by deleting the middle third open interval $\left(\frac{1}{3}, \frac{2}{3}\right)$ from the interval $[0,1]$, then deleting the middle third open interval of each remaining piece, and continue in this fashion.)

Next, let's look at $f^{-2}$. From Lemma 7.6.1, $f^{-2}(D) \cap D$ maps $V_{0} \cup V_{1}$ to four horizontal rectangles shown in Figure 7.34, where $H_{0}$ is mapped to $H_{00}$ in $H_{0}$ and $H_{01}$ in $H_{1} ; H_{1}$ is mapped to $H_{10}$ in $H_{0}$ and $H_{11}$ in $H_{1}$.

Similar to $V_{* *}$ of $f^{2}, H_{* *}$ can be identified with sequences $\left(t_{1} t_{2}\right)_{H}$ of 0 's and 1 's, where the subindex " $H$ " means that we are dealing with horizontal rectangles in $H_{0} \cup H_{1}$. Accordingly, $f^{-j}, j>2$, can be defined, and

$$
\bigcap_{j=0}^{\infty} f^{-j}(D)=D \cap f^{-1}(D) \cap f^{-2}(D) \cap f^{-3}(D) \cap f^{-4}(D) \cdots
$$

gives

$$
\left\{H_{t_{1} t_{2} t_{3} \ldots}: \quad t_{j} \in\{0,1\}, \quad j \geq 1\right\}
$$

which can be identified with infinite sequences $\left(t_{1} t_{2} t_{3} \cdots\right)_{H}$ of 0 's and 1 's, and $\bigcap_{j=0}^{\infty} f^{-j}(D)$ consists of an infinite number of horizontal lines.

Next, let's look at the intersections of these vertical and horizontal rectangles and lines. For example,

$$
f^{-2}(D) \cap f^{-1}(D) \cap D \cap f(D) \cap f^{2}(D)
$$



Figure 7.34: $f^{-2}(D) \cap D$ and its intersection with $f^{2}(D) \cap D$
is given, in geometry, as the intersection of $f^{2}(D) \cap D$ in Figure 7.33 and $f^{-2}(D) \cap D$ in Figure 7.34, and is shown as sixteen small rectangles in the second picture of Figure 7.34.

Now, if we define

$$
\begin{equation*}
\Lambda=\bigcap_{j=-\infty}^{\infty} f^{j}(D)=\cdots f^{-2}(D) \cap f^{-1}(D) \cap D \cap f(D) \cap f^{2}(D) \cdots \tag{6.1}
\end{equation*}
$$

then, since a decreasing intersection of compact sets is nonempty, $\Lambda$ is well defined and nonempty. And, due to its construction, $\Lambda$ is (see an exercise) invariant under any map $f^{j}, j \in\{ \pm 1, \pm 2, \cdots\}$. In geometry, $\Lambda$ consists of an infinite number of points which are the intersections of the vertical lines in $\cap_{j=0}^{\infty} f^{j}(D)$ and the horizontal lines in $\cap_{j=0}^{\infty} f^{-j}(D)$. Therefore, each point $p \in \Lambda$ can be identified with a pair of perpendicular lines with the vertical line from $\cap_{j=0}^{\infty} f^{j}(D)$ and the horizontal line from $\cap_{j=0}^{\infty} f^{-j}(D)$. Thus each point $p \in \Lambda$ can be identified with an infinite sequence $\left(s_{0} s_{1} s_{2} \cdots\right)_{V}$ and an infinite sequence $\left(t_{1} t_{2} t_{3} \cdots\right)_{H}$ of 0 's and 1 's, and hence we can define a map, $\phi$, from $\Lambda$ to $\sum$, the collection of all bi-infinite sequences of 0 's and 1's, by

$$
\begin{equation*}
\phi: p \in \Lambda \longrightarrow\left\{\cdots s_{-3} s_{-2} s_{-1} ; s_{0} s_{1} s_{2} \cdots\right\} \in \sum \tag{6.2}
\end{equation*}
$$

where we write $\left(t_{1} t_{2} t_{3} \cdots\right)_{H}$ as $\left\{\cdots s_{-3} s_{-2} s_{-1}\right\}$ to indicate that it is related to "negative" maps $f^{-j}, j \geq 1$. (Here, $s_{-1}=t_{1}, s_{-2}=t_{2}$ and so on.) It can be shown (see an exercise) that the map $\phi$ is one-to-one, onto, continuous, and $\phi^{-1}$ is also continuous. Therefore, the study of the dynamics
of $\Lambda$ is now the same as the study of the dynamics of the bi-infinite sequences $\left\{\cdots s_{-3} s_{-2} s_{-1} ; s_{0} s_{1} s_{2} \cdots\right\}$ of 0 's and 1 's, which is called symbolic dynamics.

Consider $f(\Lambda)$, which maps the position of $f^{-1}(D)$ to the position of $D$, the position of $D$ to the position of $f(D)$ and so on, we find that the effect of $f$ on $\Lambda$ is to shift the position of $D$ to the left by one position. Now, if we regard the position of $D$ in (6.1) as ";" of the bi-infinite sequences $\left\{\cdots s_{-3} s_{-2} s_{-1} ; s_{0} s_{1} s_{2} \cdots\right\}$, then the counterpart of $f$ on $\Lambda$ will be a shift map $\sigma$ on the bi-infinite sequences $\left\{\cdots s_{-3} s_{-2} s_{-1} ; s_{0} s_{1} s_{2} \cdots\right\}$ of $\sum$ such that $\sigma$ shifts the ";" of a sequence one place to the left. For example, for a bi-infinite sequence $s=\{\cdots 1010 ; 1010 \cdots\}$ with 0 and 1 alternating, we have

$$
\begin{aligned}
& \sigma(s)=\{\cdots 0101 ; 0101 \cdots\} \\
& \sigma^{2}(s)=\sigma(\{\cdots 0101 ; 0101 \cdots\})=\{\cdots 1010 ; 1010 \cdots\}=s
\end{aligned}
$$

which implies that $s$ is a period-2 point of the map $\sigma$, or $\{s, \sigma(s)\}$ is a period2 orbit of the map $\sigma$. Similarly, $\{\cdots 100100 ; 100100 \cdots\}$ (constructed using " 100 ") is a period-3 point of the map $\sigma$. In fact, in this fashion, we can find period-j points of the map $\sigma$ for any $j \geq 1$. Moreover, if a bi-infinite sequence periodically repeats after some fixed length, $k$, then the sequence is a period-k point of the map $\sigma$. And each period-j point of the map $\sigma$ is given by a bi-infinite sequence periodically repeating a block of length j .

Next, let's look at whether the map $\sigma$ has nonperiodic orbits. To this end, we rewrite bi-infinite sequences of $\sum$ as follows

$$
\begin{equation*}
\left\{\cdots s_{-3} s_{-2} s_{-1} ; s_{0} s_{1} s_{2} \cdots\right\} \longrightarrow 0 . s_{0} s_{1} s_{-1} s_{2} s_{-2} \cdots, \tag{6.3}
\end{equation*}
$$

which are the base- 2 expansions of numbers in the interval $[0,1]$. Now, it is known that $[0,1]$ has an uncountable number of irrational numbers given as nonrepeating base-2 expansions in (6.3), which correspond to nonrepeating bi-infinite sequences of $\sum$. Since these nonrepeating bi-infinite sequences of $\sum$ are now nonperiodic points of the map $\sigma$, we conclude that $\sigma$ has an uncountable number of nonperiodic orbits.

Moreover, for

$$
s=\left\{\cdots s_{-3} s_{-2} s_{-1} ; s_{0} s_{1} s_{2} \cdots\right\}, \bar{s}=\left\{\cdots \bar{s}_{-3} \bar{s}_{-2} \bar{s}_{-1} ; \bar{s}_{0} \bar{s}_{1} \bar{s}_{2} \cdots\right\} \in \sum,
$$

the distance between $s$ and $\bar{s}$ can be defined to be

$$
d(s, \bar{s})=\sum_{i=-\infty}^{\infty} \frac{\delta_{i}}{2^{|i|}}, \quad \delta_{i}=\left\{\begin{array}{lll}
0 & \text { if } & s_{i}=\bar{s}_{i},  \tag{6.4}\\
1 & \text { if } & s_{i} \neq \bar{s}_{i},
\end{array}\right.
$$

which can be used to show that the map $\sigma$ has sensitive dependence on initial conditions on $\sum$, and that $\sigma$ on $\sum$ has a dense orbit from some $s \in \sum$ such that for any $s^{\prime} \in \sum$ and any $\varepsilon>0$, there exists some integer j with $d\left(\sigma^{j}(s), s^{\prime}\right)<\varepsilon$.

Now, with the above discussions, we can state the following result of Smale [1963].

Theorem 7.6.2 Consider the Smale horseshoe map $f$ on $\Lambda$ (or the shift map $\sigma$ on $\sum$ ), it has

1. a countable infinity of periodic orbits of arbitrarily large period,
2. an uncountable infinity of nonperiodic orbits,
3. a dense orbit,
4. a chaotic invariant set $\Lambda$ (or $\sum$ ).

Therefore, in addition to the logistic map and the Lorenz system, the Smale horseshoe map provides an example of an invariant chaotic set having the properties stated in Theorem 7.6.2. In particular, property 1 of Theorem 7.6 .2 is the same as a property of the logistic map $x \rightarrow \mu x(1-x)$ with $\mu$ near 3.84, where the logistic map has a period-3 orbit, and then the Sarkovskii theorem 7.4.1 and Li and Yorke's [1975] paper "Period Three Implies Chaos" imply that the logistic map has period-j orbits for any $j \geq 1$.

## Exercises 7.6

1. Verify that $f$ on $H_{0}$ and $H_{1}$ are given by

$$
\begin{aligned}
H_{0} & :\left[\begin{array}{l}
x \\
y
\end{array}\right] \rightarrow\left[\begin{array}{ll}
\lambda & 0 \\
0 & \frac{1}{\eta}
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right] \\
H_{1} & :\left[\begin{array}{l}
x \\
y
\end{array}\right] \rightarrow\left[\begin{array}{cc}
-\lambda & 0 \\
0 & -\frac{1}{\eta}
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]+\left[\begin{array}{l}
1 \\
\frac{1}{\eta}
\end{array}\right] .
\end{aligned}
$$

2. Prove Lemma 7.6.1.
3. Verify that $f^{-1}$ restricted to $V_{0} \cup V_{1}$ has the geometry in Figure 7.31.
4. Prove that $\Lambda$ in (6.1) is well defined, nonempty, and is invariant under any map $f^{j}, j \in\{ \pm 1, \pm 2, \cdots\}$.

### 7.6. The Smale Horseshoe

5. Prove that $\phi$ in (6.2) is one-to-one, onto, continuous, and $\phi^{-1}$ is also continuous.
6. Find all period-j points of the map $\sigma$ for $j=1,2,3$.
7. Verify that we can find period-j points of the map $\sigma$ for any $j \geq 1$.
8. Verify that if a bi-infinite sequence periodically repeats after some fixed length, k , then the sequence is a period-k point of the map $\sigma$; and each period-j point of the map $\sigma$ is given by a bi-infinite sequence periodically repeating a block of length $j$.
9. Prove that $d(s, \bar{s})$ in (6.4) defines a metric on $\sum$.
10. Prove that the map $\sigma$ on $\sum$ has sensitive dependence on initial conditions.
11. Prove that the map $\sigma$ on $\sum$ has a dense orbit.

## Chapter 8

## Dynamical Systems

### 8.1 Introduction

From Section 1 of Chapter 4, we know that the solutions of

$$
\begin{equation*}
x^{\prime}=f(x), \quad x \in \Re^{2}, \tag{1.1}
\end{equation*}
$$

define a dynamical system, which describes how a point $x_{0} \in \Re^{2}$ moves with respect to the time $t$ according to the solution $x\left(t, x_{0}\right)$ of Eq. (1.1). We also know from Theorem 4.1.9 in Chapter 4 that all possible trajectories in $\Re^{2}$ are either critical points, periodic orbits (simple closed curves), or nonintersecting curves.

In sections 2 and 3 of Chapter 4, we also discussed the phase portraits of Eq. (1.1) near critical points. The study there can be characterized as the local properties, because they only describe the trajectories that are sufficiently close to the critical points.

In this chapter, we will do two things. First, we continue the study of Eq. (1.1) and look at the movements of the trajectories "globally" over the entire $\Re^{2}$ and try to derive some global properties. These are properties concerning the geometrical relationship between critical points, periodic orbits, and nonintersecting curves. Next, we will extend certain "local" properties in $\Re^{2}$ to differential equations in $\Re^{n}, n \geq 1$.

In the study of the local properties, critical points play an important role. For the global properties, however, we will see that periodic orbits are the main subject of study. We have seen that solutions of differential
equations in $\Re^{n}, n \geq 3$, can exhibit some chaotic behavior, such as the solutions of the Lorenz system in $\Re^{3}$. However, we will see for Eq. (1.1) in $\Re^{2}$ that we have a relatively simple geometry for the relationship between critical points, periodic orbits, and nonintersecting curves, due to the famous Poincaré-Bendixson theorem that we will derive in this chapter.

Next, we state the Jordan curve theorem, because it is used either explicitly or implicitly when we deal with the planar geometry. See Figure 8.1.


Figure 8.1: The Jordan curve theorem

Theorem 8.1.1 (Jordan curve theorem) Let $C$ be a simple closed curve in $\Re^{2}$. Then

$$
\Re^{2}-C=A \cup B
$$

where $A$ and $B$ are disjoint nonempty connected open sets such that

1. The curve $C$ is the boundary of $A$ and of $B$.
2. One of the open set, say for example, $A$, is bounded (called the interior of $C$ ) and the other, $B$, is unbounded (called the exterior of $C$ ).

The Jordan curve theorem looks "obvious." However, a rigorous proof is lengthy and difficult, because we are dealing with the planar geometry, so sometimes distinguishing between intuitive and rigorous arguments is not easy. See Cronin [1994], for example, for a proof.

This chapter is organized as follows: In Section 2, we study the dynamics in $\Re^{2}$ and prove the Poincaré-Bendixson theorem. In Section 3, we use the Poincaré-Bendixson theorem, together with other results, to obtain existence
and nonexistence of limit cycles, which in turn help us determine the global properties of planar systems. In Section 4, we apply the results to a LotkaVolterra competition equation. In Section 5, we study invariant manifolds and the Hartman-Grobman theorem, which generalize certain results for planar equations in Chapter 4 to differential equations in $\Re^{n}$.

## Exercises 8.1

1. Find the solutions of

$$
\left\{\begin{array}{l}
x^{\prime}(t)=y-x\left(x^{2}+y^{2}-1\right) \\
y^{\prime}(t)=-x-y\left(x^{2}+y^{2}-1\right)
\end{array}\right.
$$

in a polar system. Show that the circle $x^{2}+y^{2}=1$ is a trajectory of the equation. Next, if $(x(t), y(t))$ is a solution of the equation, find $\lim _{t \rightarrow \infty}\left[x^{2}(t)+y^{2}(t)\right]$.

### 8.2 Poincaré-Bendixson Theorem in $\Re^{2}$

To begin, we introduce the first, and maybe the most important definition here: "limit points." The definition is given here for planar equations and is also valid for equations in $\Re^{n}, n \geq 1$.

Definition 8.2.1 Let $x\left(t, x_{0}\right)$ be the unique solution of the planar equation (1.1) that exists on $\Re$ with $x(0)=x_{0}$. A point $p \in \Re^{2}$ is called an $\omega$-limit point of the trajectory $x\left(t, x_{0}\right)$ if there exists a sequence $t_{m} \rightarrow \infty$ as $m \rightarrow \infty$ such that

$$
\lim _{m \rightarrow \infty} x\left(t_{m}, x_{0}\right)=p
$$

The set of all $\omega$-limit points of the trajectory $x\left(t, x_{0}\right)$ is called the $\omega$ limit set of $x\left(t, x_{0}\right)$, and is denoted by $\omega\left(x_{0}\right)$ or $\omega(\Gamma)$ where $\Gamma$ denotes the trajectory $x\left(t, x_{0}\right)$. If we want to specify that $\Gamma$ is the trajectory starting at $x_{0}$ when $t=0$, then we write $\Gamma$ as $\Gamma_{x_{0}}$.

Similarly, a point $q \in \Re^{2}$ is called an $\alpha$-limit point of the trajectory $x\left(t, x_{0}\right)$ if there exists a sequence $t_{m} \rightarrow-\infty$ as $m \rightarrow \infty$ such that

$$
\lim _{m \rightarrow \infty} x\left(t_{m}, x_{0}\right)=q
$$

The set of all $\alpha$-limit points of the trajectory $x\left(t, x_{0}\right)$ is called the $\alpha$ limit set of $x\left(t, x_{0}\right)$, and is denoted by $\alpha\left(x_{0}\right)$ or $\alpha(\Gamma)$ where $\Gamma$ denotes the trajectory $x\left(t, x_{0}\right)$.

If $x(t)$ is a solution of Eq. (1.1), then $y(t)=x(-t)$ satisfies $y^{\prime}(t)=$ $-x^{\prime}(-t)=-f(x(-t))=-f(y(t))$. Thus an $\alpha$-limit point of $x(t)$ can be regarded as an $\omega$-limit point of a solution of another system, therefore, any result about an $\omega$-limit set is also true for an $\alpha$-limit set.

Example 8.2.2 If a trajectory of a differential equation is shown in Figure 8.2, then the $\omega$-limit set is given by the straight lines $x_{2}= \pm 1$.


Figure 8.2: An $\omega$-limit set given by the straight lines $x_{2}= \pm 1$

Example 8.2.3 If the trajectories of a differential equation are shown in Figure 8.3, then the $\omega$-limit set is given by the unit circle.


Figure 8.3: An $\omega$-limit set given by the unit circle

Example 8.2.4 If the origin $(0,0)$ is a saddle point shown in Figure 8.4, then for a point $p$ that is on the $x_{1}$-axis, the $\omega$-limit set $\omega(p)$ is $(0,0)$; otherwise, the $\omega$-limit set $\omega(p)$ is empty if $p$ is not on the $x_{1}$-axis.


Figure 8.4: $\omega(p)=(0,0)$ for $p$ on the $x_{1}$-axis; otherwise $\omega(p)$ is empty

Other related definitions concerning the trajectories are given below.
Definition 8.2.5 Let $x\left(t, x_{0}\right)$ be the unique solution of the planar equation (1.1) that exists on $\Re$ with $x(0)=x_{0}$, and let

$$
\Gamma_{x_{0}}=\left\{x\left(t, x_{0}\right) \in \Re^{2}: t \in \Re\right\}
$$

be the corresponding trajectory. We use

$$
\Gamma_{x_{0}}^{+}=\left\{x\left(t, x_{0}\right) \in \Re^{2}: t \geq 0\right\}
$$

and

$$
\Gamma_{x_{0}}^{-}=\left\{x\left(t, x_{0}\right) \in \Re^{2}: t \leq 0\right\}
$$

to denote the positive half-trajectory and the negative half-trajectory through $x_{0}$ respectively.

Definition 8.2.6 $A$ set $M \subset \Re^{2}$ is called a positively (negatively) invariant set of Eq. (1.1) if for each $x_{0} \in M, \Gamma_{x_{0}}^{+} \subset M\left(\Gamma_{x_{0}}^{-} \subset M\right)$. A set $M \subset \Re^{2}$ is called an invariant set of $E q$. (1.1) if for each $x_{0} \in M$, $\Gamma_{x_{0}} \subset M$.

Accordingly, any trajectory is itself an invariant set. The following are some general results concerning limit sets.

Theorem 8.2.7 The $\omega$-limit set $\omega(\Gamma)$ and the $\alpha$-limit set $\alpha(\Gamma)$ of a trajectory $\Gamma$ are closed and invariant. Furthermore, if $\Gamma^{+}\left(\Gamma^{-}\right)$is a bounded set of $\Re^{2}$, then $\omega(\Gamma)(\alpha(\Gamma))$ is a nonempty, compact (that is, bounded and closed), and connected set in $\Re^{2}$.

Proof. We only prove the results for $\omega(\Gamma)$ since the case for $\alpha(\Gamma)$ is similar. To show that $\omega(\Gamma)$ is closed, we let $q_{m} \in \omega(\Gamma)$ with $q_{m} \rightarrow q, m \rightarrow \infty$, and verify that $q \in \omega(\Gamma)$. Let $\Gamma=\Gamma_{x_{0}}$. Since each $q_{m}, m=1,2, \cdots$, is an $\omega$-limit point of $\Gamma_{x_{0}}$, there exists, for each $m$, a sequence $t_{m} \geq m$ such that

$$
\left|x\left(t_{m}, x_{0}\right)-q_{m}\right| \leq \frac{1}{m}
$$

Now,
$\left|x\left(t_{m}, x_{0}\right)-q\right| \leq\left|x\left(t_{m}, x_{0}\right)-q_{m}\right|+\left|q_{m}-q\right| \leq \frac{1}{m}+\left|q_{m}-q\right| \rightarrow 0, \quad m \rightarrow \infty$, therefore, $q \in \omega(\Gamma)$, hence $\omega(\Gamma)$ is closed.

To show that $\omega(\Gamma)$ is invariant, let $\Gamma=\Gamma_{x_{0}}$ be the trajectory of $x\left(t, x_{0}\right)$ and let $q \in \omega(\Gamma)$. Then there is a sequence $t_{m} \rightarrow \infty$ such that $x\left(t_{m}, x_{0}\right) \rightarrow q$ as $m \rightarrow \infty$. Now, consider $x(\bar{t}, q)$ for any fixed $\bar{t} \in \Re$. We have, according to the properties of a dynamical system,

$$
x\left(\bar{t}+t_{m}, x_{0}\right)=x\left(\bar{t}, x\left(t_{m}, x_{0}\right)\right) \rightarrow x(\bar{t}, q), \quad m \rightarrow \infty
$$

thus, $x(\bar{t}, q) \in \omega(\Gamma)$, and then $\Gamma_{q} \subset \omega(\Gamma)$ since $\bar{t} \in \Re$ is arbitrary. Therefore, $\omega(\Gamma)$ is invariant.

Next, if $\Gamma^{+}$is bounded in $\Re^{2}$, then any sequence $x\left(t_{m}, x_{0}\right), t_{m} \geq 0$, is bounded and hence has a convergent subsequence. This implies that $\omega(\Gamma)$ is nonempty. Now, $\omega(\Gamma)$ is bounded since $\Gamma^{+}$is bounded, hence $\omega(\Gamma)$ is compact since we have just proved that $\omega(\Gamma)$ is closed.

If $\omega(\Gamma)$ is not connected when $\Gamma^{+}$is bounded in $\Re^{2}$, then, as $\omega(\Gamma)$ is compact, there exist nonempty disjoint compact sets $L$ and $R$ such that $\omega(\Gamma)=L \cup R$. Now, the distance between $L$ and $R$,

$$
d_{0}=d(L, R)=\inf _{a \in L, b \in R}|a-b|,
$$

is positive. Let $\Gamma$ be the trajectory of $x\left(t, x_{0}\right)$. Accordingly, since $\omega(\Gamma)=$ $L \cup R$, there exist $t_{m}^{\prime} \rightarrow \infty$ and $t_{m}^{\prime \prime} \rightarrow \infty$ with $t_{m}^{\prime}<t_{m}^{\prime \prime}<t_{m+1}^{\prime}$ such that

$$
\begin{equation*}
d\left(x\left(t_{m}^{\prime}, x_{0}\right), L\right)<\frac{d_{0}}{3}, \quad \text { and } d\left(x\left(t_{m}^{\prime \prime}, x_{0}\right), R\right)<\frac{d_{0}}{3} \tag{2.1}
\end{equation*}
$$

see Figure 8.5. Now, as the curve of $x\left(t, x_{0}\right)$ is connected and the distance function is continuous, there exists a sequence $t_{m}^{*}$ with $t_{m}^{\prime}<t_{m}^{*}<t_{m}^{\prime \prime}$ such that

$$
\begin{equation*}
d\left(x\left(t_{m}^{*}, x_{0}\right), L\right) \geq \frac{d_{0}}{3}, \quad \text { and } d\left(x\left(t_{m}^{*}, x_{0}\right), R\right) \geq \frac{d_{0}}{3} \tag{2.2}
\end{equation*}
$$

Note that the sequence $x\left(t_{m}^{*}, x_{0}\right), m=1,2, \cdots$, is bounded, hence it has a convergent subsequence, whose limit is in $\omega(\Gamma)$, but not in $L \cup R$ according to (2.2), a contradiction since $L \cup R=\omega(\Gamma)$. This completes the proof.


Figure 8.5: $\omega(\Gamma)=L \cup R$ with $L$ and $R$ disconnected, and the solution $x\left(t, x_{0}\right)$

Corollary 8.2.8 If $\Gamma^{+}\left(\Gamma^{-}\right)$is bounded in $\Re^{2}$ and $\omega(\Gamma)(\alpha(\Gamma))$ contains a periodic orbit, then $\omega(\Gamma)(\alpha(\Gamma))$ coincides with this periodic orbit.

In Figure 8.2 in Example 8.2.2 where the trajectory is unbounded, the $\omega$-limit set, shown as the straight lines $x_{2}= \pm 1$, is nonempty, invariant, closed, but not bounded, and not connected. In Example 8.2.3, the $\omega$ limit set, shown as the unit circle in Figure 8.3, is invariant, compact, and connected.

We have seen in Chapter 4 that a critical point of a planar differential equation means "directionless" in geometry, thus the trajectories near a critical point could go in all different directions; while for a regular point, the trajectories nearby will go in essentially the same direction. The following two results clarify this even further. Recall that $B_{d}(p)=\left\{x \in \Re^{n}:|x-p| \leq\right.$ $d\}$ is used to denote the ball centered at $p$ with radius $d$. However, if we look at $|x|=\left|x_{1}\right|+\left|x_{2}\right|$ carefully for $x=\left(x_{1}, x_{2}\right) \in \Re^{2}$, we find that the
"ball" $B_{d}(p)$ is actually a square. To clear this up, we note that $\left|x_{1}\right|+\left|x_{2}\right|$ is equivalent to the commonly used norm $\sqrt{x_{1}^{2}+x_{2}^{2}}$, thus all results stated with $\left|x_{1}\right|+\left|x_{2}\right|$ will also be true if $\left|x_{1}\right|+\left|x_{2}\right|$ is replaced by $\sqrt{x_{1}^{2}+x_{2}^{2}}$. Therefore, in the rest of this chapter, especially when we draw graphs in $\Re^{2}$, we will use $|x|$ to denote $\sqrt{x_{1}^{2}+x_{2}^{2}}$. Hence, the "ball" $B_{d}(p)$ is still a round ball.

Theorem 8.2.9 If $p$ is a regular point of Eq. (1.1), then there exists a $\delta>0$ such that for any $q \in B_{\delta}(p)$, the trajectory of $x(t, q)$ will leave $B_{\delta}(p)$ as $|t| \rightarrow \infty$. That is, there exists a $T>0$ such that $x( \pm T, q) \notin B_{\delta}(p)$.

Proof. Since $p$ is a regular point, we know from Corollary 4.1.10 in Chapter 4 that there exists a $T>0$ such that $p_{1}=x(-T, p) \neq p$. Now we must have $p_{2}=x(T, p) \neq p$, because otherwise, $y(t)=x(T+t, p)$ is also a solution of Eq. (1.1) with $y(0)=x(T, p)=p$. Then uniqueness implies that $x(t, p)=y(t)=x(T+t, p)$, or $x(t, p)$ is $T$-periodic on $\Re$, and hence $x(-T, p)=p$, a contradiction.

Let $d=\min \left\{\left|p-p_{1}\right|,\left|p-p_{2}\right|\right\}>0$. From the continuity of a dynamical system (or continuous dependence on initial data), we know that when $w$ is in a compact set of $\Re^{2}, x(t, w)$ is continuous in $w$ uniformly for $t \in[-T, T]$. Accordingly, there exists a $\delta=\delta(d)>0$ and $\delta \leq \frac{d}{3}$ such that if $|p-q| \leq \delta$ (or $q \in B_{\delta}(p)$ ) then $|x(t, p)-x(t, q)| \leq \frac{d}{3}$ for $t \in[-T, T]$, see Figure 8.6. Hence, $\left|p_{2}-x(T, q)\right|=|x(T, p)-x(T, q)| \leq \frac{d}{3}$. Since

$$
d \leq\left|p-p_{2}\right| \leq|p-x(T, q)|+\left|x(T, q)-p_{2}\right| \leq|p-x(T, q)|+\frac{d}{3}
$$

we have

$$
|p-x(T, q)| \geq \frac{2 d}{3}>\frac{d}{3} \geq \delta
$$

That is, $x(t, q)$ leaves $B_{\delta}(p)$ at $T$. The same is true for $-T$. This completes the proof.

For a regular point $p$ of Eq. (1.1), $f(p) \neq 0$. Thus in geometry, the direction vector $f(p)$ at $p$ is a nonzero vector. We can now draw a normal (perpendicular) line $N_{p}$ with respect to $f(p)$, and call the side in the direction of $f(p)$ as the positive side of $N_{p}$ and the other side as the negative side of $N_{p}$, see Figure 8.7.

Theorem 8.2.10 If $p$ is a regular point of Eq. (1.1), then there exists an $\varepsilon>0$ such that any trajectory of Eq. (1.1) cannot enter the ball $B_{\varepsilon}(p)$ from


Figure 8.6: $|x(t, p)-x(t, q)| \leq \frac{d}{3}$ for $t \in[-T, T]$


Figure 8.7: The positive and negative sides of $N_{p}$ of a regular point
the positive side of the normal line $N_{p}$. If a trajectory of Eq. (1.1) enters $B_{\varepsilon / 2}(p)$ from the negative side, then it intersects the normal line $N_{p}$ and then leaves $B_{\varepsilon}(p)$. See figures 8.8 and 8.9.

Proof. Since $f(p) \neq 0$ and $f(x)$ is continuous in $x$, we have, as $q \rightarrow p$,

$$
\cos \theta=\frac{f(p) \cdot f(q)}{|f(p)||f(q)|}=\frac{f(p) \cdot f(p)}{|f(p)||f(q)|}+\frac{f(p) \cdot[f(q)-f(p)]}{|f(p)||f(q)|} \rightarrow 1
$$

where $\theta$ is the angle between $f(p)$ and $f(q)$. Hence, there exists an $\varepsilon>0$ such that if $q \in B_{3 \varepsilon}(p)$ then $f(q) \neq 0$ and the angle $\theta$ between $f(p)$ and $f(q)$ is at most $30^{\circ}$. Now draw Figure 8.8, where $p$ is the center, the small circle is of radius $\varepsilon$, the middle half circle is of radius $2 \varepsilon$, and the larger half circle is of radius $3 \varepsilon$.

Draw the straight lines $\overline{A B}$ and $\overline{B C}$ as shown in Figure 8.8. Then from the planar geometry, the two straight lines will not intersect the small circle


Figure 8.8: A trajectory cannot enter $B_{\varepsilon}(p)$ from positive side of $N_{p}$
with radius $\varepsilon$ (see an exercise). If there is an $x_{0} \in \Re^{2}$ and $t_{0} \in \Re$ such that $x\left(t_{0}, x_{0}\right)$ is on one of the two straight lines, then when $t$ increases a little, that is, when $t>t_{0}$ and near $t_{0}$, the corresponding solution curve $x\left(t, x_{0}\right)$ will remain inside a sector whose angle is $60^{\circ}$ and whose center line is parallel to $f(p)$, as shown in 8.8. In other words, the straight lines $\overline{A B}$ and $\overline{B C}$ serve as a "shield" or a "wall" that bounces back any trajectory trying to get close to $p$ from the positive side of the normal line $N_{p}$. Now, the circle with center $p$ and radius $\varepsilon$ is protected, therefore, any trajectory of Eq. (1.1) cannot enter the ball $B_{\varepsilon}(p)$ from the positive side of the normal line $N_{p}$.

If a trajectory $x(t, q)$ enters $B_{\varepsilon / 2}(p)$ from the negative side of $N_{p}$ at $t=t_{1}$, then at the point $x\left(t_{1}, q\right)$ we draw a sector whose angle is $60^{\circ}$ and whose center line is parallel to $f(p)$, as shown in Figure 8.9. According to the planar geometry, the side lines of this sector intersect $N_{p}$ at the points $a$ and $b$ that are at most away from $p$ by a distance of $\varepsilon$.

Similar to the above, when $t$ increases from $t_{1}, x(t, q)$ will remain inside of this sector (as long as $x(t, q)$ is inside $B_{3 \varepsilon}(p)$ ). Finally, from Theorem 8.2.9, when $\varepsilon$ is small (say for example, $\varepsilon \leq \delta$ where $\delta$ is from Theorem 8.2.9), $x(t, q)$ will leave $B_{\varepsilon}(p)$ as $t \rightarrow \infty$. Therefore, $x(t, q)$ has to intersect the normal line $N_{p}$ and then leave $B_{\varepsilon}(p)$. This completes the proof.


Figure 8.9: A trajectory from $B_{\varepsilon / 2}(p)$ intersects $N_{p}$ and then leaves $B_{\varepsilon}(p)$

We will see that Theorem 8.2.10 is a very useful tool in analyzing the trajectories near a regular point.

Note that if $x\left(t, x_{0}\right)$ is a critical point or a periodic orbit, then any point on $x\left(t, x_{0}\right)$ is an $\omega$-limit point and an $\alpha$-limit point of $x\left(t, x_{0}\right)$. The next result says that they are the only possible cases in $\Re^{2}$.

Theorem 8.2.11 If a trajectory $x(t, p)$ of $E q$. (1.1) contains an $\omega$-limit point or an $\alpha$-limit point of $x(t, p)$, then $x(t, p)$ is either a critical point or a periodic orbit.

Proof. Assume that the trajectory $x(t, p)$ contains an $\omega$-limit point $Q$ of $x(t, p)$, (the case for an $\alpha$-limit point is similar). If $x(t, p)$ is neither a critical point nor a periodic orbit, then from Theorem 4.1.9 in Chapter $4, x(t, p)$ is a nonintersecting curve. Now, $Q$ is a regular point (otherwise $x(t, p)$ is a critical point), so from Theorems 8.2.9 and 8.2.10, there exists an $\varepsilon>0$ such that $x(t, Q)$ leaves $B_{\varepsilon}(Q)$ from the positive side of the normal line $N_{Q}$ as $t$ increases. Since $x(t, p)$ and $x(t, Q)$ describe the same trajectory, and $Q$ is an $\omega$-limit point of $x(t, p), x(t, Q)$ will get close to $Q$ for some large $t$. Using Theorem 8.2.10, $x(t, Q)$ has to enter $B_{\varepsilon / 2}(Q)$ from the negative side, then $x(t, Q)$ intersects the normal line $N_{Q}$ at some point denoted by $Z$ before leaving $B_{\varepsilon}(Q)$, and $|Q-Z| \leq \varepsilon$. Since $x(t, p)$ is a nonintersecting curve,
$Q \neq Z$. Then, since $x(t, Q)$ cannot enter $B_{\varepsilon}(Q)$ from the positive side of $N_{Q}$, we only have the two possibilities shown in Figure 8.10.


Figure 8.10: Two possibilities when $Q \neq Z$

According to Figure 8.10, where Jordan curves can be formed, $x(t, Q)$ cannot get close to $Q$ when $t$ is large because $x(t, Q)$ cannot intersect itself and cannot enter $B_{\varepsilon}(Q)$ from the positive side of the normal line $N_{Q}$. Therefore, $Q$ cannot be an $\omega$-limit point of $x(t, Q)$ (or $x(t, p)$ ). This is a contradiction, and hence we complete the proof.

Now, we are ready to prove the most important result for planar autonomous differential equations: the Poincaré-Bendixson theorem, which describes the relationship between critical points, periodic orbits, and nonintersecting curves of Eq. (1.1), and indicates that trajectories for planar autonomous differential equations behave in an orderly fashion as compared to what may happen for differential equations in $\Re^{n}, n \geq 3$.

Theorem 8.2.12 (Poincaré-Bendixson theorem) If a trajectory $x(t, p)$ of Eq. (1.1) is bounded in $\Re^{2}$ for $t \geq 0$ (the corresponding results for $t \leq 0$ are also true), then one of the following three things must happen:

1. the $\omega$-limit set of $x(t, p), \omega(p)$, contains a critical point,
2. $x(t, p)$ is a periodic orbit,
3. $\omega(p)$ is a periodic orbit, and $x(t, p)$ approaches $\omega(p)$ spirally as $t \rightarrow \infty$.

Proof. Assume that $\omega(p)$ contains no critical points and that $x(t, p)$ is not a periodic orbit, then we show that $\omega(p)$ is a periodic orbit and $x(t, p)$ approaches this periodic orbit in a spiral way. From Theorem 8.2.7, $\omega(p)$ is nonempty. Let $A \in \omega(p)$, then $A$ is a regular point. Since $\omega(p)$ is invariant from Theorem 8.2.7, $x(t, A) \in \omega(p), t \in \Re$. As $\Gamma_{p}^{+}$is bounded, $\omega(p)$ is also bounded, hence the trajectory $x(t, A) \in \omega(p)$ is bounded. Therefore, $\omega(A)$ is nonempty. Let $B \in \omega(A)$. As $x(t, A) \in \omega(p)$ and $\omega(p)$ is closed from Theorem 8.2.7, $B \in \omega(p)$, and hence $B$ is a regular point.

We first verify that the trajectory $x(t, p)$ does not intersect the trajectory $x(t, A)$. Otherwise the two trajectories coincide using uniqueness, and hence $x(t, p)$ contains its $\omega$-limit point $A$. Then, from Theorem 8.2.11, $x(t, p)$ must be a critical point or a periodic orbit, a contradiction.

Next, we prove that $x(t, A)$ is a periodic orbit. To do this, we show that the point $B$ is on the trajectory $x(t, A)$, which implies that $x(t, A)$ contains its $\omega$-limit point $B$, hence, from Theorem 8.2.11, $x(t, A)$ must be a periodic orbit. Since $B \in \omega(A), x(t, A)$ will get close to $B$ for some large $t$. Using Theorem 8.2.10, $x(t, A)$ has to enter $B_{\varepsilon / 2}(B)$ from the negative side of the normal line $N_{B}$ and then intersect the normal line $N_{B}$ at some point denoted by $Z$ before leaving $B_{\varepsilon}(B)$. If $B$ is not on the trajectory $x(t, A)$, then $B \neq Z$, so we only have the two possibilities shown in Figure 8.11, where Jordan curves can be formed.


Figure 8.11: Two possibilities when $B \neq Z$

In the first case, similar to the last part of the proof of Theorem 8.2.11, we find that $B \notin \omega(A)$, a contradiction (unless $x(t, A)$ intersects itself, in which case $x(t, A)$ must be a periodic orbit). In the second case, for a sufficiently small circle $S$ around $B$ as shown in Figure 8.11, $x\left(t_{*}, p\right) \in S$ for some $t_{*}>0$ since $B \in \omega(p)$. Now, $x(t, p)$ cannot get close to $Z$ by entering the ball $B_{\varepsilon}(B)$ from the positive side of the normal line $N_{B}$; and $x(t, p)$ cannot intersect $x(t, A)$, thus $x(t, p)$ cannot get close to $Z$ by entering $B_{\varepsilon}(B)$ from the negative side of $N_{B}$ either. Therefore, $Z \notin \omega(p)$, a contradiction to the fact that $Z \in x(t, A) \subset \omega(p)$. Thus, $B$ must be on the trajectory $x(t, A)$, therefore $x(t, A)$ is a periodic orbit. Since $x(t, A) \in \omega(p), \omega(p)$ must be the same as this periodic orbit $x(t, A)$, using Corollary 8.2.8.

Next, we prove that $x(t, p)$ approaches the periodic orbit $\omega(p)$ in a spiral way. Assume that $x(t, p)$ is inside the periodic orbit $\omega(p)$. (The case when $x(t, p)$ is outside is the same.) Let $H$ be any point on $\omega(p)$, then $H$ is a regular point. There exists an $\varepsilon>0$ such that $x(t, p)$ gets close to $H$ as shown in Figure 8.12.


Figure 8.12: $x(t, p)$ approaches the periodic orbit $\omega(p)$ spirally

Accordingly, there exist $t_{m} \rightarrow \infty, t_{m}<t_{m+1}$, such that $x\left(t_{m}, p\right)$ intersects the normal line $N_{H}$ and $x\left(t_{m+1}, p\right)$ is between $x\left(t_{m}, p\right)$ and $H$. Therefore, as $H$ is an arbitrary point on $\omega(p), x(t, p)$ approaches the periodic orbit $\omega(p)$ spirally. The proof is complete.

From the study of phase portraits in sections 2 and 3 in Chapter 4, we find that when the origin $(0,0)$ is an isolated critical point and also a stable spiral point, then $(0,0)$ is the $\omega$-limit set of trajectories. That is,
trajectories "pile up" at the critical point $(0,0)$, and periodic orbits do not exist. However, if $x(t, p), t \geq 0$, is bounded and has no critical points as its $\omega$-limit points, then $x(t, p)$ has to "pile up" at somewhere other than a single point. According to the Poincaré-Bendixson theorem, $x(t, p)$ piles up at a periodic orbit. Therefore, solutions of the planar autonomous differential equations behave in an orderly fashion, compare to what may happen to solutions of differential equations in $\Re^{n}, n \geq 3$, such as the Lorenz system.

An important consequence of the Poincaré-Bendixson theorem is the following result describing the geometrical relationship between periodic orbits and critical points.

Theorem 8.2.13 Every periodic orbit of Eq. (1.1) has a critical point inside its interior.

Proof. Let $C$ be the periodic orbit and denote $R$ the interior of $C$ together with $C$. Then periodic orbits exist in $R$, since $C$ is at least one such periodic orbit. If $C_{*}$ is a periodic orbit in $R$, then we use $R_{*}$ to denote the interior of $C_{*}$ together with $C_{*}$. Consider a nonempty set $\left\{C_{\mu}\right\}$ of periodic orbits in $R$ and a nonempty set $\left\{R_{\mu}\right\}$ of compact regions that is partially ordered by the inclusion relation. By Hausdorff's maximality principle, there exists a maximal chain $\left\{R_{\tau}\right\}$ of this partially ordered set $\left\{R_{\mu}\right\}$. Let $\Delta=\cap R_{\tau}$, then $\Delta$ is nonempty since each $R_{\tau}$ is compact. Let $p \in \Delta$, then the trajectory $x(t, p), t \in \Re$, is contained in $\Delta$ since it is in each $R_{\tau}$.

Suppose that $\Delta$ does not contain critical points. If $x(t, p)$ is not a periodic orbit, then from the Poincaré-Bendixson theorem, its $\omega$-limit set $\omega(p)$ and $\alpha$-limit set $\alpha(p)$ are both periodic orbits in $\Delta$. Now, $\omega(p)$ and $\alpha(p)$ must be different and one is entirely inside the interior of the other one (see an exercise). Assume $\alpha(p)$ is inside $\omega(p)$. Then $p$ cannot be on $\alpha(p)$ because $x(t, p)$ is not periodic; and $p$ cannot be inside $\alpha(p)$ because otherwise $x(t, p)$ cannot get out of $\alpha(p)$ to approach $\omega(p)$ for large $t$. Therefore, $\alpha(p)$ is not in $\left\{C_{\tau}\right\}$ since $p \in \Delta=\cap R_{\tau}$. Now, $\alpha(p)$ can be added to $\left\{C_{\tau}\right\}$ using the inclusion relation since $\alpha(p)$ is inside each $R_{\tau}$. This contradicts the fact that $\left\{R_{\tau}\right\}$ is a maximal chain.

If $x(t, p)$ is a periodic orbit, then, as $\Delta$ contains no critical points, there is a point $q$ in the interior of $x(t, p)$ which will result in at least one periodic orbit $C_{*}$ that is in the interior of $x(t, p)$. Now, $p \in \Delta=\cap R_{\tau}$ and $p$ is not on or inside $C_{*}$, therefore, similar to the above case, $C_{*}$ is not in $\left\{C_{\tau}\right\}$ and hence can be added to $\left\{C_{\tau}\right\}$. Thus, $\left\{R_{\tau}\right\}$ is not maximal, a contradiction. Therefore, $\Delta \subset R$ must contain critical points. This completes the proof.

The above proof uses Hausdorff's maximality principle. Next, let's give a concrete proof when the region in $\Re^{2}$ enclosed by the periodic orbit is convex or can be made to become convex in a continuous one-to-one fashion.

Proof of Theorem 8.2.13 when the periodic orbit encloses a convex region. Let $R$ be the compact region in $\Re^{2}$ enclosed by the periodic orbit such that $R$ is convex. For any $T_{1}>0$ fixed, consider the mapping $p \rightarrow$ $x\left(T_{1}, p\right)$. This mapping is from $R$ to $R$ because a trajectory from inside of $R$ cannot get outside of $R$ using uniqueness. From Brouwer's first fixed point theorem (see the Appendix), there is a $p_{1} \in R$ such that $x\left(T_{1}, p_{1}\right)=p_{1}$. Thus, there are $T_{m}>0, T_{m} \rightarrow 0$, and $p_{m} \in R$ such that $x\left(T_{m}, p_{m}\right)=p_{m}$. Hence $x\left(t, p_{m}\right)$ is $T_{m}$-periodic. Using a subsequence if necessary, we may assume that $p_{m}$ converges to a $p_{0} \in R$. Let $t>0$ be fixed. For any integer $m$, there is a $\tau=\tau(t, m)$ and an integer $k=k(t, m)$ such that $t=k T_{m}+\tau, 0 \leq \tau<T_{m}$. Now, as $m \rightarrow \infty$,

$$
\begin{aligned}
\left|x\left(t, p_{0}\right)-p_{0}\right| & \leq\left|x\left(t, p_{0}\right)-x\left(t, p_{m}\right)\right|+\left|x\left(t, p_{m}\right)-p_{m}\right|+\left|p_{m}-p_{0}\right| \\
& \leq\left|x\left(t, p_{0}\right)-x\left(t, p_{m}\right)\right|+\left|x\left(k T_{m}+\tau, p_{m}\right)-p_{m}\right|+\left|p_{m}-p_{0}\right| \\
& \leq\left|x\left(t, p_{0}\right)-x\left(t, p_{m}\right)\right|+\left|x\left(\tau, p_{m}\right)-p_{m}\right|+\left|p_{m}-p_{0}\right| \rightarrow 0
\end{aligned}
$$

since $0 \leq \tau<T_{m} \rightarrow 0$ as $m \rightarrow \infty$. Therefore, $x\left(t, p_{0}\right)=p_{0}$ for any $t \geq 0$, hence $p_{0}$ is a critical point, using Corollary 4.1.10 in Chapter 4.

Example 8.2.14 Consider

$$
\begin{equation*}
x^{\prime}=y+x\left[1-x^{2}-y^{2}\right], \quad y^{\prime}=-x+y\left[1-x^{2}-y^{2}\right] \tag{2.3}
\end{equation*}
$$

Taking a derivative in $t$ on both sides of $r^{2}(t)=x^{2}(t)+y^{2}(t)$ and $\tan \theta(t)=$ $\frac{y(t)}{x(t)}$, we obtain

$$
\begin{aligned}
r^{\prime}(t) & =\frac{x(t) x^{\prime}(t)+y(t) y^{\prime}(t)}{r(t)}=r(t)\left[1-r^{2}(t)\right] \\
\theta^{\prime}(t) & =\frac{x(t) y^{\prime}(t)-y(t) x^{\prime}(t)}{r^{2}(t)}=-1
\end{aligned}
$$

Then, using partial fractions, the solutions are given by

$$
\begin{equation*}
r(t)=\frac{1}{\sqrt{1+c e^{-2 t}}}, \quad c>-1, \quad \theta(t)=-t+d, \quad t \geq 0 \tag{2.4}
\end{equation*}
$$

where $c$ and $d$ are constants. Now, when $c=0,(x(t), y(t))=(\cos t,-\sin t)$ is a periodic solution with its trajectory given by the unit circle. If $c>0$,
then, since $r(t) \nearrow 1$ as $t \rightarrow \infty$, the corresponding solution approaches the unit circle from inside of the circle in a spiral way as $t \rightarrow \infty$; if $-1<c<0$, then, since $r(t) \searrow 1$ as $t \rightarrow \infty$, the corresponding solution approaches the unit circle from outside of the circle in a spiral way as $t \rightarrow \infty$. Therefore, the unit circle is the $\omega$-limit set. Note that the only critical point of Eq. (2.3) is the origin $(0,0)$, which is inside the unit circle.

Another way to derive a periodic orbit in this case is to consider the annular ring $r_{1} \leq r \leq r_{2}$ with $0<r_{1}<1$ and $1<r_{2}<\infty$. Since the ring is free of critical points and the solutions entering the ring will stay in the ring according to the increasing or decreasing of $r(t)=\frac{1}{\sqrt{1+c e^{-2 t}}}$, the Poincaré-Bendixson theorem is applicable to obtain a periodic orbit inside the ring. See Figure 8.13.


Figure 8.13: The solutions approach the $\omega$-limit set (the unit circle) spirally

Next, we briefly discuss the stability of periodic orbits. Let's first get some ideas from Example 8.2.14, where for any point near the periodic orbit $\Gamma: r=1$, the corresponding trajectory will approach $\Gamma$ as $t \rightarrow \infty$, thus $\Gamma$ (regarded as a periodic solution) is L-asymptotically stable (see Remark 6.5.2).

To study the L-asymptotic stability of a periodic orbit, $\Gamma$, of a general planar system, a main tool is to use a Poincaré section $\sum$ and a Poincaré map $P$, where $\sum$ is now a line segment perpendicular to $\Gamma$ at some point $p_{0} \in \Gamma$, and $P$ is a one-dimensional map. We first use an example to demonstrate some of the details.

Example 8.2.15 Consider the equation in Example 8.2.14 again and write the solution $(r, \theta)$ as

$$
\begin{aligned}
r & =r\left(t, r_{0}\right)=\left[1+\left(\frac{1}{r_{0}^{2}}-1\right) e^{-2 t}\right]^{-1 / 2}, \quad t \geq 0, \\
\theta & =\theta\left(t, \theta_{0}\right)=-t+\theta_{0}, \quad t \geq 0 .
\end{aligned}
$$

For any angle $\theta_{0}$, we may let $\sum$ be the ray $\theta=\theta_{0}$. See Figure 8.14, where the trajectory from $\left(r_{0}, \theta_{0}\right)$ to $(r, \theta)$ implies that $\theta=\theta_{0}-2 \pi$, or $t=2 \pi$. Therefore, the one-dimensional Poincaré map $P$ is given by

$$
r_{0} \rightarrow P\left(r_{0}\right)=r\left(2 \pi, r_{0}\right)=\left[1+\left(\frac{1}{r_{0}^{2}}-1\right) e^{-4 \pi}\right]^{-1 / 2}
$$



Figure 8.14: A Poincaré section and a Poincaré map near $r=1$

Since $\Gamma: r=1$ is a periodic orbit, we have $P(1)=1$, that is, 1 is a fixed point of the map $P$. Next, we have

$$
P^{\prime}\left(r_{0}\right)=e^{-4 \pi} r_{0}^{-3}\left[1+\left(\frac{1}{r_{0}^{2}}-1\right) e^{-4 \pi}\right]^{-3 / 2}
$$

hence

$$
P^{\prime}(1)=e^{-4 \pi}<1, \quad P(1)=1
$$

Now, recall from Chapter 7 that $\left|P^{\prime}(1)\right|<1$ implies that the fixed point 1 of the map $P$ is asymptotically stable. Therefore, for points $\left(r, \theta_{0}\right)$ with $r \approx 1$, we have $P^{j}(r) \rightarrow 1, j \rightarrow \infty$. Since the choice of the ray $\theta=\theta_{0}$
is arbitrary, similar things happen near every point on $\Gamma$, thus, trajectories started with points near $\Gamma$ will approach $\Gamma$, which verifies that the periodic orbit $\Gamma$ is L-asymptotically stable.

In the previous example, a Poincaré section can be constructed everywhere on the periodic orbit. For a general planar system, if one Poincaré section can be constructed at some point $p_{0}$ of a periodic orbit $\Gamma$ such that $p_{0}$ is an asymptotically stable fixed point of the corresponding Poincaré map $P$, then the periodic orbit $\Gamma$ is L-asymptotically stable, due to the following result of Hubbard and West [1995].

Theorem 8.2.16 If $\left|P^{\prime}\left(p_{0}\right)\right|<1$, there is a neighborhood of $\Gamma$ such that every solution starting in that neighborhood converges to $\Gamma$ as $t \rightarrow \infty$.

Therefore, we have the following result.
Theorem 8.2.17 Let $\Gamma$ be a periodic orbit of a planar system and let $\Sigma$ be a Poincaré section (a line segment) that is perpendicular to $\Gamma$ at some point $p_{0} \in \Gamma$. If the corresponding Poincaré map $P$ satisfies $\left|P^{\prime}\left(p_{0}\right)\right|<1$, then the periodic orbit $\Gamma$ is L-asymptotically stable. If $\left|P^{\prime}\left(p_{0}\right)\right|>1$, then $\Gamma$ is unstable.

For planar systems, $P^{\prime}\left(p_{0}\right)$ can be calculated, based on the following result of Andronov, Leontovich, Gordon, and Maier [1973](2).

Theorem 8.2.18 Let $r(t)$ be a $T$-periodic orbit of a planar system $x^{\prime}=f(x)$ where $f$ is differentiable. Let $\sum$ be a Poincaré section (a line segment) that is perpendicular to $r(t)$ at the point $p_{0}=r(0)$. Then the corresponding Poincaré map P satisfies

$$
P^{\prime}\left(p_{0}\right)=\exp \left(\int_{0}^{T}\left[\frac{\partial f}{\partial x_{1}}(r(t))+\frac{\partial f}{\partial x_{2}}(r(t))\right] d t\right) .
$$

Accordingly, $r(t)$ is L-asymptotically stable if $\int_{0}^{T}\left[\frac{\partial f}{\partial x_{1}}(r(t))+\frac{\partial f}{\partial x_{2}}(r(t))\right] d t$ $<0$, and $r(t)$ is unstable if $\int_{0}^{T}\left[\frac{\partial f}{\partial x_{1}}(r(t))+\frac{\partial f}{\partial x_{2}}(r(t))\right] d t>0$.

We can check this result with Example 8.2.15, where $r(t)=(\cos t,-\sin t)$, $T=2 \pi$, and (let $x_{1}=x, x_{2}=y$ )

$$
\frac{\partial f}{\partial x_{1}}=1-3 x_{1}^{2}-x_{2}^{2}, \quad \frac{\partial f}{\partial x_{2}}=1-x_{1}^{2}-3 x_{2}^{2}
$$

then

$$
\begin{aligned}
P^{\prime}\left(p_{0}\right) & =\exp \left(\int_{0}^{2 \pi}\left[1-3 \cos ^{2} t-\sin ^{2} t+1-\cos ^{2} t-3 \sin ^{2} t\right] d t\right) \\
& =\exp \left(\int_{0}^{2 \pi}[2-3-1] d t\right)=e^{-4 \pi}
\end{aligned}
$$

which is the same as $P^{\prime}(1)$ found in Example 8.2.15.
The same ideas can be extended to systems in $\Re^{n}$, where a Poincaré section at a point $p_{0}$ of a periodic orbit $\Gamma$ is an $(n-1)$-dimensional hypersurface and the corresponding Poincaré map is an $(n-1)$-dimensional map, whose derivative $P^{\prime}\left(p_{0}\right)$ at $p_{0}$, now an $(n-1) \times(n-1)$ matrix, can still be used to determine the stability of the periodic orbit $\Gamma$. We only outline some of the results here, see Hartman [1964], Hirsch and Smale [1974], Guckenheimer and Holmes [1986], Wiggins [1990], Perko [1991], Tsonis [1992], and Alligood, Sauer, and Yorke [1997] for additional details.

Let $v_{1} \in \sum$ and define $v_{i+1}=P\left(v_{i}\right), i=1,2, \cdots$, and write $u_{i}=v_{i}-$ $p_{0}, i=1,2, \cdots$. Then, since $P\left(p_{0}\right)=p_{0}$, we have

$$
\begin{aligned}
u_{2} & =v_{2}-p_{0}=P\left(v_{1}\right)-p_{0}=P\left(p_{0}+u_{1}\right)-p_{0} \\
& =P\left(p_{0}\right)+P^{\prime}\left(p_{0}\right) u_{1}+O\left(\left|u_{1}\right|^{2}\right)-p_{0}=P^{\prime}\left(p_{0}\right) u_{1}+O\left(\left|u_{1}\right|^{2}\right) \\
& \approx P^{\prime}\left(p_{0}\right) u_{1}
\end{aligned}
$$

Now, if $u_{k} \approx\left[P^{\prime}\left(p_{0}\right)\right]^{k-1} u_{1}$, then

$$
\begin{aligned}
u_{k+1} & =v_{k+1}-p_{0}=P\left(v_{k}\right)-p_{0}=P\left(p_{0}+u_{k}\right)-p_{0} \\
& =P\left(p_{0}\right)+P^{\prime}\left(p_{0}\right) u_{k}+O\left(\left|u_{k}\right|^{2}\right)-p_{0}=P^{\prime}\left(p_{0}\right) u_{k}+O\left(\left|u_{k}\right|^{2}\right) \\
& \approx P^{\prime}\left(p_{0}\right) u_{k} \approx\left[P^{\prime}\left(p_{0}\right)\right]\left[P^{\prime}\left(p_{0}\right)\right]^{k-1} u_{1} \approx\left[P^{\prime}\left(p_{0}\right)\right]^{k} u_{1}
\end{aligned}
$$

therefore, we obtain $u_{j} \approx\left[P^{\prime}\left(p_{0}\right)\right]^{j-1} u_{1}, j \geq 2$, using an induction.
Let $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n-1}$ and $\eta_{1}, \eta_{2}, \cdots, \eta_{n-1}$ be the $n-1$ eigenvalues and their corresponding eigenvectors of the $(n-1) \times(n-1)$ matrix $P^{\prime}\left(p_{0}\right)$, and assume we can write $u_{1}=\sum_{i=1}^{n-1} c_{i} \eta_{i}$, a linear combination of $\eta_{i}$, then

$$
\begin{aligned}
u_{k+1} & \approx\left[P^{\prime}\left(p_{0}\right)\right]^{k} u_{1}=\left[P^{\prime}\left(p_{0}\right)\right]^{k-1} P^{\prime}\left(p_{0}\right) \sum_{i=1}^{n-1} c_{i} \eta_{i} \\
& =\left[P^{\prime}\left(p_{0}\right)\right]^{k-1} \sum_{i=1}^{n-1} c_{i} P^{\prime}\left(p_{0}\right) \eta_{i}=\left[P^{\prime}\left(p_{0}\right)\right]^{k-1} \sum_{i=1}^{n-1} c_{i} \lambda_{i} \eta_{i} \\
& =\left[P^{\prime}\left(p_{0}\right)\right]^{k-2} \sum_{i=1}^{n-1} c_{i} \lambda_{i}^{2} \eta_{i}=\sum_{i=1}^{n-1} c_{i} \lambda_{i}^{k} \eta_{i}
\end{aligned}
$$

Now, if $\left|\lambda_{i}\right|<1, i=1,2, \cdots, n-1$, then $\left|u_{k}\right| \rightarrow 0, k \rightarrow \infty$. Thus we obtain $v_{k} \rightarrow p_{0}, k \rightarrow \infty$, therefore $p_{0}$ is an asymptotically stable fixed point of the map $P$, and consequently the periodic orbit is L-asymptotically stable. On the other hand, if $\left|\lambda_{j}\right|>1$ for some j , then perturbations along $\eta_{j}$ grow large, thus $p_{0}$ is unstable. This way, the stability of periodic orbits can be analyzed. Finally, we point out that for a planar system, the conditions on eigenvalues reduce to the condition on the scalar $P^{\prime}\left(p_{0}\right)$ itself.

## Exercises 8.2

1. Prove Theorem 8.2.7 for the $\alpha$-limit set.
2. Find the $\omega$ and $\alpha$ limit sets for
(a) $x^{\prime}=2 x ;$ (b) $x^{\prime}=-2 x$; (c) $x^{\prime}=0$.
3. Find the $\omega$-limit sets and $\alpha$-limit sets for the solutions in Example 8.2.4.
4. Prove that the $\omega$-limit set and $\alpha$-limit set of a critical point is itself. Then prove the same result for a periodic orbit.
5. Prove Corollary 8.2.8.
6. Draw $B_{d}(p)=\left\{x \in \Re^{2}:|x-p| \leq d\right\}$ where $p=(0,0)$ and $|x|=$ $\left|x_{1}\right|+\left|x_{2}\right|$.
7. Verify in the proof of Theorem 8.2.9 that $x(t, q)$ leaves $B_{\delta}(p)$ at $-T$.
8. Verify in Figure 8.8 that the two straight lines connecting points $A, B$ and $B, C$ will not intersect the small circle with radius $\varepsilon$.
9. Verify in Figure 8.9 that the side lines of the sector intersect $N_{p}$ at the points $a$ and $b$ that are at most away from $p$ by a distance of $\varepsilon$.
10. Prove Theorem 8.2.11 for an $\alpha$-limit point.
11. In the last part of the proof of Theorem 8.2.12, complete the case when $x(t, p)$ is outside the periodic orbit $\omega(p)$.
12. In the proof of Theorem 8.2.13, verify that $\Delta=\cap R_{\tau}$ is nonempty.
13. Prove that the $\omega$-limit set of a bounded solution contains a critical point if the system has no periodic orbits.
14. Prove that if $x(t, p)$ is not a periodic orbit and is bounded in a set free of critical points, then its $\omega$-limit set $\omega(p)$ and $\alpha$-limit set $\alpha(p)$ are different periodic orbits and one is entirely inside the interior of the other one.
15. In the proof of Theorem 8.2.13 when the periodic orbit encloses a convex region, show that $x\left(t, p_{m}\right)$ is $T_{m}$-periodic.
16. Find the critical points of Eq. (2.3).
17. Prove that if the $\omega$-limit set of a bounded solution contains an asymptotically stable critical point, then it contains nothing else.
18. Derive a periodic orbit for

$$
\begin{equation*}
x^{\prime}=-y+x\left[1-x^{2}-y^{2}\right], \quad y^{\prime}=x+y\left[1-x^{2}-y^{2}\right] \tag{2.5}
\end{equation*}
$$

19. Prove Theorem 8.2.16.
20. Prove Theorem 8.2.17.

### 8.3 Limit Cycles

An interesting feature of Example 8.2.14 is that the $\omega$-limit set, $r=1$, is a "cycle" and is also the "limit" of some other trajectories, thus we make the following definition.

Definition 8.3.1 $A$ limit cycle $L$ of $E q$. (1.1) in $\Re^{2}$ is a periodic orbit of Eq. (1.1) which is also the $\omega$-limit set or $\alpha$-limit set of some trajectory of Eq. (1.1) other than L.

Accordingly, $r=1$ in Example 8.2.14 is a limit cycle. To determine the local properties, critical points are important subjects. But in order to determine the global behavior of trajectories of a planar dynamical system, besides the critical points, it is also crucial to know how many limit cycles are around each critical point of the system. Therefore, limit cycles are important in applications and also in theoretical analysis. However, determining the exact number of limit cycles is extremely difficult. In 1900, the world-famous mathematician Hilbert presented to the Second International Congress of Mathematicians a list of twenty three frontline mathematical
research problems. Part of Hilbert's sixteenth problem asks for the maximum number of limit cycles, $H_{m}$, of the $m$ th degree polynomial system in $\Re^{2}$ given by,

$$
x^{\prime}=\sum_{i+j=0}^{m} a_{i j} x^{i} y^{j}, \quad y^{\prime}=\sum_{i+j=0}^{m} b_{i j} x^{i} y^{j} .
$$

This problem is still open. So far, the best results about the Hilbert number $H_{m}$ are given below:

$$
\left\{\begin{array}{l}
H_{0}=0 ; H_{1}=0 ; H_{2} \geq 4 ; H_{3} \geq 11 \\
H_{m} \geq \frac{m-1}{2} \text { if } m \text { is odd; } \\
\text { For any } m, H_{m}<\infty
\end{array}\right.
$$

The example showing the existence of 4 limit cycles when $m=2$ (that is, $H_{2} \geq 4$ ) is given by Shi [1980] as

$$
\begin{align*}
x^{\prime} & =-\frac{1}{10^{200}} x-y-10 x^{2}+\left(5-\frac{1}{10^{13}}\right) x y+y^{2}  \tag{3.1}\\
y^{\prime} & =x+x^{2}+\left(\frac{9}{10^{13}}-\frac{8}{10^{52}}-25\right) x y \tag{3.2}
\end{align*}
$$

which may give you a sense of how delicate the analysis there would be.
Next, we first give some results that can be used to eliminate the existence of periodic orbits, and hence limit cycles; then we present some results concerning the existence of limit cycles. Recall that a domain $D$ is said to be "simply connected" if the interior of any simple closed curve in $D$ is in $D$, or in other words, there are no holes in $D$. Let's write a planar autonomous differential equation as

$$
\left\{\begin{array}{l}
x^{\prime}(t)=P(x(t), y(t)),  \tag{3.3}\\
y^{\prime}(t)=Q(x(t), y(t)), \quad x, y, t \in \Re .
\end{array}\right.
$$

Theorem 8.3.2 (Bendixson's criterion) Let $P(x, y)$ and $Q(x, y)$ have continuous first partial derivatives in a simply connected domain $D \subset \Re^{2}$ and assume that $\frac{\partial P}{\partial x}+\frac{\partial Q}{\partial y}$ is not identically zero and does not change sign in any open set of D. Then Eq. (3.3) has no periodic orbit in D.

Proof. Suppose Eq. (3.3) has a periodic orbit $\Gamma$ with period $T$ in $D$ and denote $R$ the interior of $\Gamma$. Then along $\Gamma$, we have, from Green's theorem,

$$
\begin{align*}
\iint_{R}\left[\frac{\partial P}{\partial x}+\frac{\partial Q}{\partial y}\right] d x d y & =\int_{\Gamma}(P d y-Q d x)=\int_{0}^{T}\left(P y^{\prime}-Q x^{\prime}\right) d t \\
& =\int_{0}^{T}(P Q-Q P) d t=0 \tag{3.4}
\end{align*}
$$

But this is impossible since $\frac{\partial P}{\partial x}+\frac{\partial Q}{\partial y}$ is not identically zero and does not change sign in $R$. The proof is complete.

Example 8.3.3 Consider

$$
\left\{\begin{array}{l}
x^{\prime}=g(y)  \tag{3.5}\\
y^{\prime}=\left(1+x^{2}\right) y+h(x)
\end{array}\right.
$$

where $g$ and $h$ are any differentiable functions. Now,

$$
\frac{\partial P}{\partial x}+\frac{\partial Q}{\partial y}=1+x^{2}>0, \quad x \in \Re
$$

thus the equation has no periodic orbit.
Example 8.3.4 Consider $x^{\prime \prime}+g(x) x^{\prime}+h(x)=0$, which is equivalent to

$$
\left\{\begin{array}{l}
x^{\prime}=y  \tag{3.6}\\
y^{\prime}=-g(x) y-h(x)
\end{array}\right.
$$

Now,

$$
\frac{\partial P}{\partial x}+\frac{\partial Q}{\partial y}=-g(x)
$$

Thus, if $g(x)>0$ or $g(x)<0$ for all $x$, then the equation has no periodic orbit. Later we will see that when $g$ satisfies other conditions, the equation may have periodic orbits.

Example 8.3.5 The motion of a simple pendulum, $\theta^{\prime \prime}(t)+k \theta^{\prime}(t)+q \sin \theta(t)$ $=0$, is a special case of Example 8.3.4, where $g(x)=k$. Accordingly, if $k \neq 0$, then the equation has no periodic orbit, which is already obtained in Chapter 4. If $k=0$, then Bendixson's criterion does not apply. In fact, it is verified in Chapter 4 that the equation has periodic orbits in this case.

The following is an extension of Bendixson's criterion. The proof is left an an exercise.

Theorem 8.3.6 (Bendixson-Dulac's criterion) Let $P(x, y), Q(x, y)$, and $B(x, y)$ have continuous first partial derivatives in a simply connected domain $D \subset \Re^{2}$ and assume that $\frac{\partial(P B)}{\partial x}+\frac{\partial(Q B)}{\partial y}$ is not identically zero and does not change sign in any open set of D. Then Eq. (3.3) has no periodic orbit in $D$.

Example 8.3.7 Consider

$$
\left\{\begin{array}{l}
x^{\prime}=(y-a) x  \tag{3.7}\\
y^{\prime}=b x+c y+k y^{2},
\end{array}\right.
$$

where $a, b, c, k$ are constants. Note that

$$
\frac{\partial P}{\partial x}+\frac{\partial Q}{\partial y}=y-a+c+2 k y
$$

thus Bendixson's criterion does not apply. Let $B(x, y)=x^{-(2 k+1)}$, then

$$
\frac{\partial(P B)}{\partial x}+\frac{\partial(Q B)}{\partial y}=(c+2 k a) x^{-(2 k+1)} .
$$

Thus, if $c+2 k a \neq 0$, then Bendixson-Dulac's criterion implies that the equation has no periodic orbit in the half plane $x>0$ or $x<0$. Next, if $x=0$, then starting from any point on the $y$-axis, the equation has a solution that lies on the $y$-axis. Thus we conclude that the equation has no periodic orbit in $\Re^{2}$ (otherwise uniqueness will be violated).

You probably have noticed that finding $B(x, y)$, just like finding a Liapunov function, requires certain skills and experience. Typically one such $B(x, y)$ emerges after many trials and errors.

Example 8.3.8 Consider

$$
\left\{\begin{array}{l}
x^{\prime}=y,  \tag{3.8}\\
y^{\prime}=-x-y+x^{2}+y^{2} .
\end{array}\right.
$$

Again, Bendixson's criterion does not apply. Choose $B(x, y)=e^{-2 x}$, then

$$
\frac{\partial(P B)}{\partial x}+\frac{\partial(Q B)}{\partial y}=-2 y e^{-2 x}-e^{-2 x}+2 y e^{-2 x}=-e^{-2 x}<0,
$$

hence the equation has no periodic orbit in $\Re^{2}$.
The above are some results about the nonexistence of periodic orbits or limit cycles. Next, we look at the existence of limit cycles. First, using the idea of Example 8.2.14, we find that if a solution enters and then stays in a bounded annular region that is free of critical points, then this solution will pile up at a limit cycle. In fact, we have the following result. The proof is left as an exercise.

Theorem 8.3.9 (Poincaré-Bendixson annular region theorem) Let $R$ be a bounded region in $\Re^{2}$ enclosed by two simple closed curves $C_{\text {in }}$ and $C_{\text {out }}$, as shown in Figure 8.15. If $R$ is free of critical points and if there is a solution of Eq. (3.3) that enters the interior of $R$ from the boundary and stays in the interior of $R$ as $t$ increases (or decreases), then $R$ has a limit cycle of Eq. (3.3).


Figure 8.15: An annular region for the existence of limit cycles

Accordingly, to apply Theorem 8.3.9, all we need is to construct such curves $C_{\text {in }}$ and $C_{\text {out }}$. To do so, two things are commonly used. One is the direction field, or "slopes" $\frac{d y}{d x}$, that can "guide" solutions to enter and stay in the region $R$. Another one is the Liapunov function $V(t)=\frac{x^{2}(t)+y^{2}(t)}{2}$ that indicates the "tendency" of a solution $(x(t), y(t))$.

Example 8.3.10 Revisit Example 8.2.14,

$$
\begin{equation*}
x^{\prime}=y+x\left[1-x^{2}-y^{2}\right], \quad y^{\prime}=-x+y\left[1-x^{2}-y^{2}\right] . \tag{3.9}
\end{equation*}
$$

Define $V(t)=\frac{x^{2}(t)+y^{2}(t)}{2}$ where $(x(t), y(t))$ is a solution. Now, taking a derivative in $t$ and plugging in the equation, we obtain

$$
\begin{equation*}
V^{\prime}(t)=x x^{\prime}+y y^{\prime}=\left[1-\left(x^{2}+y^{2}\right)\right]\left(x^{2}+y^{2}\right) . \tag{3.10}
\end{equation*}
$$

If we select $C_{\text {in }}$ to be a circle centered at $(0,0)$ with radius $\frac{1}{2}$ and $C_{\text {out }}$ a circle centered at $(0,0)$ with radius 2 , then

$$
\begin{equation*}
V^{\prime}(t)=\left[1-\left(x^{2}+y^{2}\right)\right]\left(x^{2}+y^{2}\right)>0 \text { on } C_{\text {in }}, \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
V^{\prime}(t)=\left[1-\left(x^{2}+y^{2}\right)\right]\left(x^{2}+y^{2}\right)<0 \text { on } C_{\text {out }} \tag{3.12}
\end{equation*}
$$

Thus any solution that enters the interior of $R$ formed by $C_{\text {in }}$ and $C_{o u t}$ from the boundary will stay in the interior of $R$ as $t$ increases, hence, from Theorem 8.3.9, there exists a limit cycle.

Next, let's apply the Poincaré-Bendixson annular region theorem to the famous Lienard-type equation

$$
\begin{equation*}
x^{\prime \prime}+g(x) x^{\prime}+x=0 \tag{3.13}
\end{equation*}
$$

which has important applications in physics concerning the sustained oscillations. (See Chapter 1 for a brief introduction of the Lienard-type equations.) Eq. (3.13) is equivalent to

$$
\left\{\begin{align*}
x^{\prime} & =y-G(x), \quad G(x)=\int_{0}^{x} g(s) d s  \tag{3.14}\\
y^{\prime} & =-x
\end{align*}\right.
$$

and includes the well-known van der Pol equation

$$
\begin{equation*}
x^{\prime \prime}+\left(x^{2}-1\right) x^{\prime}+x=0 \tag{3.15}
\end{equation*}
$$

which can be used to model the voltage in a triode circuit and also the human heartbeat.

For Eq. (3.13), we make the following assumptions.
Hypothesis H. The function $g$ in Eq. (3.13) is continuous, and

1. $G(x)=\int_{0}^{x} g(s) d s$ is odd in $x$,
2. $G(x) \rightarrow \infty$ as $x \rightarrow \infty$ and there is an $a>0$ such that $G(x)>0$ and is increasing monotonically for $x>a$,
3. there is a $b>0$ such that $G(x)<0$ for $0<x<b$.

Theorem 8.3.11 Under the Hypothesis H, the Lienard equation (3.14) has a limit cycle.

Proof. Note first that the only critical point of Eq. (3.14) is at (0, 0). Define $V(t)=\frac{x^{2}(t)+y^{2}(t)}{2}$ where $(x(t), y(t))$ is a solution, then

$$
\frac{d V}{d t}=x x^{\prime}+y y^{\prime}=x(y-G(x))+y(-x)=-x G(x)
$$

Consider a circle $L_{r}$ centered at $(0,0)$ with radius $r$. From the Hypothesis $\mathrm{H}(1)$ and $\mathrm{H}(3)$, if $0<r<b$, then $\frac{d V}{d t}>0$ on $L_{r}$ except when $L_{r}$ intersects the $y$-axis. Thus $L_{r}$ can be used as $C_{i n}$.

Next, we construct $C_{o u t}$. Note that $(-x(t),-y(t))$ is also a solution of Eq. (3.14) (see an exercise), thus if we can construct a trajectory $(x(t), y(t))$ for $x \geq 0$, then $(-x(t),-y(t))$ gives a trajectory for $x \leq 0$, using the symmetry. From Eq. (3.14), we have

$$
\begin{equation*}
\frac{d y}{d x}=\frac{-x}{y-G(x)} \tag{3.16}
\end{equation*}
$$

which is zero if and only if $x=0$, or the tangent of a trajectory is zero only when the trajectory intersects the $y$-axis. Also, $x=x(t)$ increases for $y>G(x)$ (since $\left.x^{\prime}=y-G(x)\right)$ and $y=y(t)$ decreases for $x>0$ (since $\left.y^{\prime}=-x\right)$. Thus a trajectory $\Gamma$ starting from $A=\left(0, y_{0}\right), y_{0}>0$, will go to right and go down, and then intersects $y=G(x)$ since $G(x) \rightarrow \infty, x \rightarrow \infty$. The tangent at the interception is vertical since $x^{\prime}(t)=y(t)-G(x(t))=0$ and hence $\frac{d y}{d x}$ is undefined there. Thus $\Gamma$ gets below $y=G(x)$, and then $x=x(t)$ decreases and $y=y(t)$ decreases, or $\Gamma$ goes to left and goes down. If $\Gamma$ doesn't cross the negative $y$-axis, then $y \rightarrow-\infty$ and hence $x \rightarrow-\infty$ from Eq. (3.14), a contradiction because now $x$ is bounded. Consequently, $\Gamma$ intersects the $y$-axis at $E=\left(0,-y_{1}\right), y_{1}>0$, and $\Gamma$ has the shape shown in Figure 8.16 when $y_{0}$ is sufficiently large.

Next, we verify that $y_{1} \leq y_{0}$. When $(x, y)$ is a solution of Eq. (3.14), we have

$$
\begin{align*}
\frac{d V}{d x} & =x+y \frac{d y}{d x}=\frac{x G(x)}{G(x)-y}  \tag{3.17}\\
\frac{d V}{d y} & =x \frac{d x}{d y}+y=G(x) \tag{3.18}
\end{align*}
$$

Accordingly, the line integral along $\Gamma$ is such that
$V(E)-V(A)=\int_{A B C D E} d V=\left(\int_{A B}+\int_{D E}\right) \frac{x G(x)}{G(x)-y} d x+\int_{B C D} G(x) d y$
Now,

$$
\left(\int_{A B}+\int_{D E}\right) \frac{x G(x)}{G(x)-y} d x \rightarrow 0, \quad \text { as } y \rightarrow \infty
$$

and $\int_{B C D} G(x) d y=-\int_{D C B} G(x) d y=q\left(y_{0}\right)$ is a function of $y_{0}$. Let $m$ be any point between $(a, 0)$ and $C$ in Figure 8.16, then, using the Hypothesis


Figure 8.16: The graph of $y=G(x)$ and the shape of trajectory $\Gamma$
$\mathrm{H}(2)$,

$$
\int_{D C B} G(x) d y \geq \int_{C M} G(x) d y \geq G(m)|m-M| .
$$

For the fixed $m, \int_{D C B} G(x) d y \geq G(m)|m-M| \rightarrow \infty$ as $y_{0} \rightarrow \infty$. Therefore, there is a $y_{0}>0$ such that $V(E) \leq V(A)$, or $y_{1} \leq y_{0}$. (Note that if $y_{1}=y_{0}$ then $\Gamma$ is periodic.)

Now, let $C_{\text {out }}$ be the union of $\Gamma$ for $x \geq 0$, its reflection through the origin, and the segments on the $y$-axis connecting these curves, as shown in Figure 8.17. Then $C_{\text {in }}$ and $C_{\text {out }}$ satisfy the conditions of Theorem 8.3.9, which implies that the Lienard equation (3.14) has a limit cycle. This completes the proof.

For the van der Pol equation given in Eq. (3.15), we can regard it as a special case of the Lienard-type equation (3.13) with $g(x)=x^{2}-1$, and then apply Theorem 8.3.11 to obtain limit cycles. However, in this special case, we would like to construct concrete $C_{i n}$ and $C_{o u t}$ here. To do so, let's introduce Lienard's graphing method under the Hypothesis H, given in Figure 8.18.


Figure 8.17: Construction of $C_{\text {out }}$ using $\Gamma$ and its reflection through the origin for the Lienard equation

In Figure 8.18, the point $(x, y)$ is $P$, the straight line $\overline{P R}$ is parallel to the $y$-axis and $R$ is on the curve of $y=G(x)$, and the straight line $\overline{Q R}$ is parallel to the $x$-axis and $Q$ is on the $y$-axis. Thus $R=(x, G(x))$ and $Q=(0, G(x))$. The straight line $\overline{P S}$ is perpendicular to the straight line $\overline{P Q}$, hence the angle formed by $\overline{P S}$ and $\overline{P R}$ is the same as the angle formed by $\overline{P Q}$ and $\overline{Q R}$. Accordingly, the slope of the straight line $\overline{P S}$ in the $(x, y)$ plane is given by

$$
-\tan \angle O S P=-\tan \left(\frac{\pi}{2}-\phi\right)=-\frac{x}{y-G(x)}=\frac{-x}{y-G(x)}=\frac{d y}{d x}
$$

That is, the derivative $\frac{d y}{d x}$ at the point $(x, y)$, or the slope of the trajectory at $(x, y)$, is determined by the slope of the straight line $\overline{P S}$, or the trajectory moves in the direction of the straight line $\overline{P S}$.

Corollary 8.3.12 The van der Pol equation

$$
\begin{equation*}
x^{\prime \prime}+\left(x^{2}-1\right) x^{\prime}+x=0 \tag{3.19}
\end{equation*}
$$

has a limit cycle.
Proof. We will construct a concrete $C_{o u t}$ in this case $\left(C_{\text {in }}\right.$ is the same as in the proof of Theorem 8.3.11). Now, as shown in Figure 8.19, $G(x)=$ $\int_{0}^{x}\left(s^{2}-1\right) d s=\frac{x^{3}}{3}-x$ has a minimum value $y=-\frac{2}{3}$ for $x>0$.

Let's construct $C_{o u t}$ and the corresponding region $R$ only for $x \geq 0$, that is, $\overparen{A B} \cup \overline{B C} \cup \overparen{C D}$ in Figure 8.19, then the symmetry through the origin


Figure 8.18: Lienard's graphing method under the Hypothesis H
will give the other half. The arc $\overparen{C D}$ is on the circle centered at $\left(0,-\frac{2}{3}\right)$ with radius $x_{1}$, the vertical straight line $\overline{B C}$ is $x=x_{1}$, and the arc $\overparen{A B}$ is on the circle centered at $\left(0,-\frac{2}{3}\right)$ with radius $x_{1}+\frac{4}{3}$. For $x_{1}$ sufficiently large, $x_{1}+$ $\frac{2}{3}<\frac{x_{1}^{3}}{3}-x_{1}$, thus the $y$ component of the point $A$ is below the graph of $y=G(x)=\frac{x^{3}}{3}-x$ at $x_{1}$. Hence the point $B$ is below $y=\frac{x^{3}}{3}-x$ at $x_{1}$. A solution intersecting $\overline{B C}$ will go to left and go down since $x^{\prime}(t)=$ $y-G(x)<0$ and $y^{\prime}(t)=-x<0$. For any point $E$ on $\overparen{A B}$, draw a right triangle according to Lienard's graphing method. Now, the tangent of arc $\overparen{A B}$ at $E$ is perpendicular to the straight line from $E$ to the center $\left(0,-\frac{2}{3}\right)$, and the point $F$ is above $\left(0,-\frac{2}{3}\right)$, hence the direction of a trajectory at $E$, which is perpendicular to the straight line $\overline{E F}$, must move inside the region $R$ (or below the arc $\overparen{A B}$ ). The same is true for the arc $\overparen{C D}$. This completes the construction of $C_{\text {out }}$ and hence the proof.

From the above, we see that if an annular region can be constructed so as to apply the Poincaré-Bendixson annular region theorem 8.3.9, then the existence of limit cycles is guaranteed. However, constructing annular regions is difficult and requires a very good understanding of both the direction field of the equation under study and the planar geometry in order to find certain relationships between trajectories and the functions involved.


Figure 8.19: Construction of $C_{\text {out }}$ for the van der Pol equation

At the beginning of this chapter, we claimed that critical points and limit cycles and their positions can help us determine the global properties of trajectories in $\Re^{2}$. Now, we will use some examples to demonstrate how they are done.

Example 8.3.13 Consider

$$
\left\{\begin{array}{l}
x^{\prime}=2 x+2 x^{3}-4 x y^{2}  \tag{3.20}\\
y^{\prime}=-y+4 x^{2} y-3 y^{3}
\end{array}\right.
$$

This system has five critical points $C_{1}=(0,0), C_{2}=(1,1), C_{3}=(1,-1), C_{4}=$ $(-1,1), C_{5}=(-1,-1)$. For $C_{1}=(0,0)$, the origin is a saddle point for the linearization, thus $C_{1}$ is also a saddle point for Eq. (3.20). For $C_{2}=(1,1)$, we change the variables $x_{1}=x-1, x_{2}=y-1$ and obtain

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=4 x_{1}-8 x_{2}+6 x_{1}^{2}-8 x_{1} x_{2}-4 x_{2}^{2}+2 x_{1}^{3}-4 x_{1} x_{2}^{2}  \tag{3.21}\\
x_{2}^{\prime}=8 x_{1}-6 x_{2}+4 x_{1}^{2}+8 x_{1} x_{2}-9 x_{2}^{2}+4 x_{1}^{2} x_{2}-3 x_{2}^{3}
\end{array}\right.
$$

Now, denote $A$ the coefficient matrix of the linearization of Eq. (3.21), then $p=\operatorname{tr} A=-2, q=\operatorname{det} A=40>\frac{p^{2}}{4}$. Thus, the origin $(0,0)$ for the
linearization of Eq. (3.21) is a stable spiral point. Accordingly, $C_{1}=(1,1)$ is a stable spiral point for Eq. (3.20). Similarly, one finds that $C_{i}, i=3,4,5$, are all stable spiral points for Eq. (3.20), see an exercise.

Since Eq. (3.20) has solutions on the $x$-axis or on the $y$-axis, no periodic orbits can intersect the $x$-axis or the $y$-axis. Next, if $(x, y)$ is a solution, then so are $(-x, y),(x,-y)$, and $(-x,-y)$ (see an exercise), thus we only need to check the existence of periodic orbits for Eq. (3.20) in the first quadrant. Let $B(x, y)=x^{-3 / 2} y^{-2}$, then

$$
\frac{\partial(P B)}{\partial x}+\frac{\partial(Q B)}{\partial y}=-x^{-3 / 2} y^{-2}\left[x^{2}+y^{2}\right]
$$

which will not change sign in the first quadrant. Therefore, using BendixsonDulac's criterion 8.3.6, Eq. (3.20) has no periodic orbit in the first quadrant, thus Eq. (3.20) has no periodic orbit in $\Re^{2}$. A phase portrait in $\Re^{2}$ is shown in Figure 8.20.


Figure 8.20: A phase portrait in $\Re^{2}$ for Eq. (3.20)

Example 8.3.14 Consider

$$
\left\{\begin{align*}
x^{\prime} & =3 x-x^{2}-5 x y  \tag{3.22}\\
y^{\prime} & =-y+x y+y^{2}
\end{align*}\right.
$$

This system has four critical points $C_{1}=(0,0), C_{2}=(0,1), C_{3}=(3,0)$, and $C_{4}=\left(\frac{1}{2}, \frac{1}{2}\right)$. Since Eq. (3.22) has solutions on the $x$-axis or on the $y$-axis, no periodic orbits can intersect the $x$-axis or the $y$-axis. Next, since any periodic orbit contains a critical point in its interior, the only region that may have periodic orbits is the first quadrant.
$C_{1}=(0,0)$ is a saddle point for Eq. (3.22) since it is a saddle point for the linearization. One can check that $C_{2}$ and $C_{3}$ are all saddle points for Eq. (3.22), see an exercise. For $C_{4}=\left(\frac{1}{2}, \frac{1}{2}\right)$, we change the variables $x_{1}=x-\frac{1}{2}, x_{2}=y-\frac{1}{2}$ and obtain

$$
\left\{\begin{align*}
x_{1}^{\prime} & =-\frac{1}{2} x_{1}-\frac{5}{2} x_{2}-x_{1}^{2}-5 x_{1} x_{2}  \tag{3.23}\\
x_{2}^{\prime} & =\frac{1}{2} x_{1}+\frac{1}{2} x_{2}+x_{1} x_{2}+x_{2}^{2}
\end{align*}\right.
$$

Now, denote $A$ the coefficient matrix of the linearization of Eq. (3.23), then $p=\operatorname{tr} A=0, q=\operatorname{det} A=1$. Thus, the origin $(0,0)$ for the linearization of Eq. (3.23) is a center, whose property is, in general, not clear after perturbations. However, Eq. (3.23) is of the second-order polynomials and we can check it with Theorem 4.3.8 in Chapter 4. In order to do this, transform Eq. (3.23) into the standard form in Theorem 4.3.8. Using the analysis in Section 2 of Chapter 4, we find that $-i$ is an eigenvalue and $[-1,1]^{T}+i[-2,0]^{T}$ is an eigenvector for the matrix $A$. Then,

$$
P=\left[\begin{array}{cc}
-1 & -2  \tag{3.24}\\
1 & 0
\end{array}\right], \quad P^{-1} A P=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]
$$

and $\left[y_{1}, y_{2}\right]^{T}=P^{-1}\left[x_{1}, x_{2}\right]^{T}$ transforms Eq. (3.23) into

$$
\left\{\begin{array}{l}
y_{1}^{\prime}=-y_{2}-2 y_{1} y_{2}  \tag{3.25}\\
y_{2}^{\prime}=y_{1}-2 y_{1}^{2}-2 y_{1} y_{2}+2 y_{2}^{2}
\end{array}\right.
$$

Now, applying Theorem 4.3.8, one has $a_{20}=0, a_{11}=-2, a_{02}=0, b_{20}=$ $-2, b_{11}=-2, b_{02}=2$. Then $A=a_{20}+a_{02}=0, B=b_{20}+b_{02}=0, \gamma=0$. Hence $W_{1}=W_{2}=W_{3}=0$, thus $(0,0)$ for Eq. (3.25) is a center, therefore, $C_{4}=\left(\frac{1}{2}, \frac{1}{2}\right)$ for Eq. (3.22) is also a center. A phase portrait in $\Re^{2}$ is shown in Figure 8.21.

In the above, we briefly discussed the existence and nonexistence of limit cycles, and used examples to demonstrate that they are very important components in determining the global behavior of dynamical systems. Some related studies include the behavior of trajectories at infinity, and uniqueness


Figure 8.21: A phase portrait in $\Re^{2}$ for Eq. (3.22)
and stability of limit cycles. See Hartman [1964], Hale [1969], and Perko [1991] for additional references.

## Exercises 8.3

1. Show that $H_{0}=0$ and $H_{1}=0$ for Hilbert's sixteenth problem.
2. Prove Theorem 8.3.6.
3. Prove the following result: Let $P(x, y), Q(x, y), B(x, y)$, and $F(x, y)$ have continuous first partial derivatives in a simply connected domain $D \subset \Re^{2}$ and assume that $\frac{\partial(P B)}{\partial x}+\frac{\partial(Q B)}{\partial y}+B\left[P \frac{\partial F}{\partial x}+Q \frac{\partial F}{\partial y}\right]$ is not identically zero and does not change sign in any open set of $D$. Then Eq. (3.3) has no periodic orbit in $D$.
4. Prove that the system

$$
x^{\prime}=y^{7}, \quad y^{\prime}=a x+b y+c x^{2}+d y^{2}
$$

has no limit cycles.
5. Discuss the existence of periodic orbits for

$$
x^{\prime}=y, \quad y^{\prime}=2(1-x y)
$$

6. Prove Theorem 8.3.9.
7. Use the Poincaré-Bendixson theorem 8.2 .12 to prove that the system

$$
\begin{aligned}
x^{\prime} & =x+y-x\left[x^{2}+y^{2}\right] \cos ^{2}\left(x^{2}+y^{2}\right) \\
y^{\prime} & =-x+y-y\left[x^{2}+y^{2}\right] \cos ^{2}\left(x^{2}+y^{2}\right)
\end{aligned}
$$

has a limit cycle.
8. Verify for Eq. (3.14) that if $(x(t), y(t))$ is a solution, then so is $(-x(t),-y(t))$.
9. Answer the following question: Why must we verify $y_{1} \leq y_{0}$ in the proof of Theorem 8.3.11?
10. Verify that the function $g(x)=x^{2}-1$ satisfies the Hypothesis H .
11. Find all the critical points for Example 8.3.13. Then verify that $C_{i}, i=$ $3,4,5$, are all stable spiral points for Eq. (3.20).
12. In Example 8.3.13, verify that if $(x, y)$ is a solution, then so are $(-x, y)$, $(x,-y)$, and $(-x,-y)$.
13. Find all the critical points for Example 8.3.14. Then verify that $C_{2}$ and $C_{3}$ are all saddle points for Eq. (3.22).
14. Verify that $y=-\frac{1}{3} x+1$ is a solution curve for Eq. (3.22).

### 8.4 An Application: The Lotka-Volterra Equation

Consider two populations, $x$ and $y$. If they compete for a shared limited resource (space or a nutrient, for example), and each interferes with the other's utilization of it, then a classic model describing the situation is the Lotka-Volterra competition equation

$$
\left\{\begin{array}{c}
x^{\prime}(t)=\beta_{1} x\left(K_{1}-x-\mu_{1} y\right)  \tag{4.1}\\
y^{\prime}(t)=\beta_{2} y\left(K_{2}-y-\mu_{2} x\right) \\
x(0) \geq 0, \quad y(0) \geq 0
\end{array}\right.
$$

where $\beta_{i}, K_{i}, \mu_{i}, i=1,2$, are positive constants. First, note that a trajectory started from the interior of the first quadrant of the $(x, y)$ plane will remain in the first quadrant (see an exercise). Now, $(0,0),\left(0, k_{2}\right)$, and $\left(k_{1}, 0\right)$ are critical points of Eq. (4.1). Other possible critical points of Eq. (4.1) are the solutions of

$$
\left\{\begin{array}{l}
x+\mu_{1} y=K_{1}  \tag{4.2}\\
y+\mu_{2} x=K_{2}
\end{array}\right.
$$

Note, the solutions of Eq. (4.2) that we are interested in should be inside the interior of the first quadrant of the $(x, y)$ plane because $x$ and $y$ denote populations. Accordingly, we have the four cases shown in Figure $\mathbf{8 . 2 2}$ based on the straight lines $x+\mu_{1} y=K_{1}$ and $y+\mu_{2} x=K_{2}$.


Figure 8.22: Four cases based on the straight lines $x+\mu_{1} y=K_{1}$ and $y+\mu_{2} x=K_{2}$

We also find that when $K_{1}<\frac{K_{2}}{\mu_{2}}$ and $K_{2}<\frac{K_{1}}{\mu_{1}}$, it follows that $K_{1}>$ $\mu_{1} K_{2}>\mu_{1} \mu_{2} K_{1}$, or $1>\mu_{1} \mu_{2}$. Similarly, when $\frac{K_{2}}{\mu_{2}}<K_{1}$ and $\frac{K_{1}}{\mu_{1}}<K_{2}$, one has $K_{2}<K_{1} \mu_{2}<\mu_{1} \mu_{2} K_{2}$, or $1<\mu_{1} \mu_{2}$. In these cases, the solution of Eq. (4.2) given by

$$
\begin{equation*}
\left(\frac{K_{1}-\mu_{1} K_{2}}{1-\mu_{1} \mu_{2}}, \quad \frac{K_{2}-\mu_{2} K_{1}}{1-\mu_{1} \mu_{2}}\right) \tag{4.3}
\end{equation*}
$$

is the fourth critical point and is inside the interior of the first quadrant of the $(x, y)$ plane. Next, we shift these critical points to the origin $(0,0)$ in order to apply Theorem 4.3 .1 in Chapter 4 . Thus we denote by $\left(x_{c}, y_{c}\right)$ one of those four critical points, and change the variables $\bar{x}=x-x_{c}, \bar{y}=y-y_{c}$ to derive the equation

$$
\left\{\begin{array}{l}
\bar{x}^{\prime}(t)=\beta_{1}\left(\bar{x}+x_{c}\right)\left[K_{1}-\left(\bar{x}+x_{c}\right)-\mu_{1}\left(\bar{y}+y_{c}\right)\right],  \tag{4.4}\\
\bar{y}^{\prime}(t)=\beta_{2}\left(\bar{y}+y_{c}\right)\left[K_{2}-\left(\bar{y}+y_{c}\right)-\mu_{2}\left(\bar{x}+x_{c}\right)\right],
\end{array}\right.
$$

such that $(0,0)$ is a critical point for Eq. (4.4), which corresponds to $\left(x_{c}, y_{c}\right)$ for Eq. (4.1).

The matrix of the linearization of Eq. (4.4) is

$$
\left[\begin{array}{cc}
\beta_{1}\left(K_{1}-2 x_{c}-\mu_{1} y_{c}\right) & -\beta_{1} \mu_{1} x_{c}  \tag{4.5}\\
-\beta_{2} \mu_{2} y_{c} & \beta_{2}\left(K_{2}-2 y_{c}-\mu_{2} x_{c}\right)
\end{array}\right]
$$

therefore the local qualitative properties are determined by its eigenvalues $\lambda_{i}$. Next, we look at all different cases. At $\left(x_{c}, y_{c}\right)=(0,0), \lambda_{i}=\beta_{i} K_{i}>0$, hence $(0,0)$ is an unstable node (see Theorem 4.3.1 and Exercises 5.6). At $\left(x_{c}, y_{c}\right)=\left(0, K_{2}\right), \lambda_{1}=\beta_{1}\left(K_{1}-\mu_{1} K_{2}\right)$ and $\lambda_{2}=-\beta_{2} K_{2}<0$. Hence $(0,0)$ for the linearization of Eq. (4.4), or $\left(0, K_{2}\right)$ for the original equation (4.1), is a saddle if $\beta_{1}\left(K_{1}-\mu_{1} K_{2}\right)>0$ or a stable node if $\beta_{1}\left(K_{1}-\mu_{1} K_{2}\right)<0$. At $\left(x_{c}, y_{c}\right)=\left(K_{1}, 0\right), \lambda_{1}=-\beta_{1} K_{1}<0$ and $\lambda_{2}=\beta_{2}\left(K_{2}-\mu_{2} K_{1}\right)$. Thus $(0,0)$ for the linearization of Eq. (4.4), or $\left(K_{1}, 0\right)$ for the original equation (4.1), is a saddle if $\beta_{2}\left(K_{2}-\mu_{2} K_{1}\right)>0$ or a stable node if $\beta_{2}\left(K_{2}-\mu_{2} K_{1}\right)<0$.

Next, let's look at the four cases shown in Figure 8.22 separately.
Case 1. $\frac{K_{2}}{\mu_{2}}<K_{1}$ and $K_{2}<\frac{K_{1}}{\mu_{1}}$. Now, $\left(0, K_{2}\right)$ is a saddle and $\left(K_{1}, 0\right)$ is a stable node. In this case, the fourth critical point in (4.3) does not occur; or, there is no critical point of Eq. (4.1) inside the interior of the first quadrant of the $(x, y)$ plane. Then there is no periodic orbit in the interior of the first quadrant due to Theorem 8.2.13. Now, if a point $(x, y)$ is in the first quadrant and above the straight line $x+\mu_{1} y=K_{1}$ (and hence also above
$y+\mu_{2} x=K_{2}$ ), then one has $x+\mu_{1} y>K_{1}$ and $y+\mu_{2} x>K_{2}$, or $x^{\prime}<0$ and $y^{\prime}<0$. Therefore, the solutions in the first quadrant must be bounded. Accordingly, every trajectory in the first quadrant, except those started with $x=0$, will tend to the stable node $\left(K_{1}, 0\right)$ by using the Poincaré-Bendixson theorem 8.2.12 (otherwise, periodic orbits will occur from bounded solutions away from critical points). Therefore, in this case the population $x$ wins and $y$ loses: $\lim _{t \rightarrow \infty} x(t)=K_{1}$ and $\lim _{t \rightarrow \infty} y(t)=0$.

Case 2. $K_{1}<\frac{K_{2}}{\mu_{2}}$ and $\frac{K_{1}}{\mu_{1}}<K_{2}$. The analysis is similar to Case 1 and is left as an exercise.

Case 3. $K_{1}<\frac{K_{2}}{\mu_{2}}$ and $K_{2}<\frac{K_{1}}{\mu_{1}}$, and hence $1>\mu_{1} \mu_{2}$. Both $\left(0, K_{2}\right)$ and $\left(K_{1}, 0\right)$ are saddles, and the fourth critical point in (4.3) now occurs inside the interior of the first quadrant. The matrix of the linearization (4.5) when $\left(x_{c}, y_{c}\right)$ is given by (4.3) becomes

$$
\left[\begin{array}{cc}
-\beta_{1} x_{c} & -\beta_{1} \mu_{1} x_{c}  \tag{4.6}\\
-\beta_{2} \mu_{2} y_{c} & -\beta_{2} y_{c}
\end{array}\right],
$$

with its characteristic equation

$$
\begin{equation*}
\lambda^{2}+\left[\beta_{1} x_{c}+\beta_{2} y_{c}\right] \lambda+\left[1-\mu_{1} \mu_{2}\right] \beta_{1} \beta_{2} x_{c} y_{c}=0 . \tag{4.7}
\end{equation*}
$$

The eigenvalues are given by

$$
\begin{equation*}
\lambda=\frac{-\left[\beta_{1} x_{c}+\beta_{2} y_{c}\right] \pm \sqrt{\left[\beta_{1} x_{c}+\beta_{2} y_{c}\right]^{2}-4\left[1-\mu_{1} \mu_{2}\right] \beta_{1} \beta_{2} x_{c} y_{c}}}{2} \tag{4.8}
\end{equation*}
$$

and are all negative because

$$
\begin{align*}
& {\left[\beta_{1} x_{c}+\beta_{2} y_{c}\right]^{2}-4\left[1-\mu_{1} \mu_{2}\right] \beta_{1} \beta_{2} x_{c} y_{c}} \\
& =\left(\beta_{1} x_{c}\right)^{2}+2 \beta_{1} x_{c} \beta_{2} y_{c}+\left(\beta_{2} y_{c}\right)^{2}-4 \beta_{1} \beta_{2} x_{c} y_{c}+4 \mu_{1} \mu_{2} \beta_{1} \beta_{2} x_{c} y_{c} \\
& =\left(\beta_{1} x_{c}\right)^{2}-2 \beta_{1} x_{c} \beta_{2} y_{c}+\left(\beta_{2} y_{c}\right)^{2}+4 \mu_{1} \mu_{2} \beta_{1} \beta_{2} x_{c} y_{c} \\
& =\left[\beta_{1} x_{c}-\beta_{2} y_{c}\right]^{2}+4 \mu_{1} \mu_{2} \beta_{1} \beta_{2} x_{c} y_{c}>0, \tag{4.9}
\end{align*}
$$

and, as $1-\mu_{1} \mu_{2}>0$,

$$
\begin{equation*}
\left[\beta_{1} x_{c}+\beta_{2} y_{c}\right]^{2}-4\left[1-\mu_{1} \mu_{2}\right] \beta_{1} \beta_{2} x_{c} y_{c}<\left[\beta_{1} x_{c}+\beta_{2} y_{c}\right]^{2} \tag{4.10}
\end{equation*}
$$

Thus the critical point given by (4.3) is a stable node. In this case, since the interior of the first quadrant has a critical point, the existence of limit cycles is possible. We apply Bendixson-Dulac's criterion 8.3.6 and choose
the domain $D$ to be the interior of the first quadrant and let $B(x, y)=\frac{1}{x y}$, then, for Eq. (4.1),

$$
\begin{align*}
\frac{\partial(P B)}{\partial x} & =\frac{\partial}{\partial x}\left[\frac{1}{x y} \beta_{1} x\left(K_{1}-x-\mu_{1} y\right)\right] \\
& =\frac{\beta_{1}}{y} \frac{\partial}{\partial x}\left[K_{1}-x-\mu_{1} y\right]=-\frac{\beta_{1}}{y} \tag{4.11}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial(Q B)}{\partial y} & =\frac{\partial}{\partial y}\left[\frac{1}{x y} \beta_{2} y\left(K_{2}-y-\mu_{2} x\right)\right] \\
& =\frac{\beta_{2}}{x} \frac{\partial}{\partial y}\left[K_{2}-y-\mu_{2} x\right]=-\frac{\beta_{2}}{x} \tag{4.12}
\end{align*}
$$

hence

$$
\frac{\partial(P B)}{\partial x}+\frac{\partial(Q B)}{\partial y}=-\frac{\beta_{1}}{y}-\frac{\beta_{2}}{x}<0, \quad(x, y) \in D
$$

Therefore, we conclude that there is no periodic orbit in the interior of the first quadrant. Similar to Case 1, the solutions in the first quadrant are bounded and every trajectory, except those started with $x=0$ or $y=0$, will tend to the stable node given by the critical point (4.3), by using the Poincaré-Bendixson theorem 8.2.12. Therefore, populations $x$ and $y$ may coexist and tend to the "shared" status.

Case 4. $\frac{K_{2}}{\mu_{2}}<K_{1}$ and $\frac{K_{1}}{\mu_{1}}<K_{2}$, and hence $1<\mu_{1} \mu_{2}$. Both $\left(0, K_{2}\right)$ and $\left(K_{1}, 0\right)$ are stable nodes, and the fourth critical point in (4.3) now occurs inside the interior of the first quadrant. Similar to the calculations in Case 3, we find that now the two eigenvalues have the opposite signs. Thus the critical point given by (4.3) is a saddle. Again, there is no periodic orbit in the interior of the first quadrant. Now, because both $\left(0, K_{2}\right)$ and $\left(K_{1}, 0\right)$ are stable nodes and the critical point given by (4.3) is a saddle, then initial conditions determine who wins the competition.

The phase portraits are given in Figure 8.23.

## Exercises 8.4

1. Prove that a trajectory started from the interior of the first quadrant of $(x, y)$ plane will remain in the first quadrant.
2. Complete Case 2 and determine its phase portrait.


Figure 8.23: Phase portraits of the Lotka-Volterra competition equation
3. Complete Case 4 and determine its phase portrait.
4. Analyze the Volterra equation

$$
\left\{\begin{array}{l}
x^{\prime}(t)=a x(t)-b x^{2}(t)-c x(t) y(t) \\
y^{\prime}(t)=-d y(t)+e x(t) y(t)
\end{array}\right.
$$

where $a, b, c, d, e$ are positive constants.

### 8.5 Manifolds and the Hartman-Grobman Theorem

In Chapter 4, we studied planar autonomous differential equations and found that most properties of those equations can be determined by the eigenvalues of their linearization matrices, and that in a small neighborhood of the origin,
solutions of both the original nonlinear equations and their linearizations have essentially the same qualitative properties. In this section, we will extend these ideas to general $\Re^{n}$ and investigate the relationship between the linear differential equation

$$
\begin{equation*}
x^{\prime}=A x \tag{5.1}
\end{equation*}
$$

with a constant $n \times n$ matrix $A$ and its nonlinear perturbation

$$
\begin{equation*}
x^{\prime}=A x+f(x) \tag{5.2}
\end{equation*}
$$

where $|f(x)|$ is small when $|x|$ is small. We will show that near the origin, most properties of solutions of Eq. (5.2) can still be determined by the eigenvalues of the matrix $A$, which is called the stable, unstable, and center manifolds theorem. We will also show (with some additional conditions on the matrix $A$ ) that near the origin, the trajectories of Eq. (5.1) and of Eq. (5.2) are very similar. This is called the Hartman-Grobman theorem.

To begin, we notice from linear algebra that there is a real nonsingular $n \times n$ matrix $P$ which transforms Eq. (5.1) into

$$
\left[\begin{array}{l}
u  \tag{5.3}\\
v \\
w
\end{array}\right]^{\prime}=\left[\begin{array}{ccc}
A_{s} & 0 & 0 \\
0 & A_{u} & 0 \\
0 & 0 & A_{c}
\end{array}\right]\left[\begin{array}{c}
u \\
v \\
w
\end{array}\right]
$$

where $(u, v, w) \in \Re^{s} \times \Re^{u} \times \Re^{c}$ with $s+u+c=n$, and the real parts of eigenvalues of the square matrices $A_{s}, A_{u}$, and $A_{c}$ are negative, positive, and zero respectively. See Coddington and Levinson [1955] or Hirsch and Smale [1974] for a proof. This result is also called the Jordan canonical form theorem, but it is different from the one introduced in Chapter 3 in that for Eq. (5.3), we do not require the eigenvalues to lie on the diagonal, so that the transformation matrix $P$ can be chosen to be a real matrix, while the transformation matrix in Chapter 3 may be complex valued.

Therefore, in the rest of this section, we assume that such a transformation has been made so that we can use $x=(u, v, w)$ and Eq. (5.3) to replace Eq. (5.1). Now, for Eq. (5.3), we find that

$$
\begin{equation*}
E^{s}=\left\{x=(u, v, w) \in \Re^{n}: v=0, w=0\right\} \tag{5.4}
\end{equation*}
$$

is a subspace in $\Re^{n}$ such that for any initial point $x_{0}^{s}=\left(u_{0}, 0,0\right)$ in $E^{s}$, the corresponding solution $x\left(t, 0, x_{0}^{s}\right)$ of Eq. (5.3) is also in $E^{s}$ for $t \in \Re$; that is,
$E^{s}$ is invariant for Eq. (5.3). (This is defined in the same way as in Section 8.2 with $\Re^{2}$ replaced by $\Re^{n}$.) Moreover, from Chapter 5 , we also know that

$$
\begin{equation*}
\left|x\left(t, 0, x_{0}^{s}\right)\right| \longrightarrow 0, \quad t \rightarrow \infty \tag{5.5}
\end{equation*}
$$

Next, for any initial point $x_{0}^{u}$ in the subspace

$$
\begin{equation*}
E^{u}=\left\{x=(u, v, w) \in \Re^{n}: u=0, w=0\right\} \tag{5.6}
\end{equation*}
$$

the corresponding solution $x\left(t, 0, x_{0}^{u}\right)$ of Eq. (5.3) is also in $E^{u}$ for $t \in \Re$, and

$$
\begin{equation*}
\left|x\left(t, 0, x_{0}^{u}\right)\right| \longrightarrow 0, \quad t \rightarrow-\infty \tag{5.7}
\end{equation*}
$$

Finally, for any initial point $x_{0}^{c}$ in the subspace

$$
\begin{equation*}
E^{c}=\left\{x=(u, v, w) \in \Re^{n}: u=0, v=0\right\} \tag{5.8}
\end{equation*}
$$

the corresponding solution $x\left(t, 0, x_{0}^{c}\right)$ of Eq. (5.3) is also in $E^{c}$ for $t \in \Re$, but (5.5) and (5.7) do not hold (for arbitrary $x_{0}^{c}$ in $E^{c}$ ).

Accordingly, the invariant subspaces $E^{s}, E^{u}$, and $E^{c}$ are called the stable subspace, the unstable subspace, and the center subspace of Eq. (5.3).

Next, let's use an example to illustrate the counterparts of these invariant subspaces of linear equations when small nonlinear perturbations are applied. The example will also be used to introduce the corresponding terminology.

Example 8.5.1 Consider

$$
\left\{\begin{align*}
x_{1}^{\prime} & =-x_{1}  \tag{5.9}\\
x_{2}^{\prime} & =x_{2}+x_{1}^{2} \\
x_{3}^{\prime} & =0
\end{align*}\right.
$$

whose solutions can be found by solving the first equation and then plugging in the second equation, and are given by

$$
\left\{\begin{array}{l}
x_{1}=c_{1} e^{-t}  \tag{5.10}\\
x_{2}=\left(c_{2}+\frac{c_{1}^{2}}{3}\right) e^{t}-\frac{c_{1}^{2}}{3} e^{-2 t} \\
x_{3}=c_{3}
\end{array}\right.
$$

where $x(0)=\left(c_{1}, c_{2}, c_{3}\right)$. Now, to find the counterpart of the invariant stable subspace $E^{s}$ of the linearization of Eq. (5.9), which is the $x_{1}$-axis now, we
need to find $c=\left(c_{1}, c_{2}, c_{3}\right)$ such that $|x(t, 0, c)| \rightarrow 0, t \rightarrow \infty$. From (5.10), it is given by

$$
\begin{equation*}
M^{s}=\left\{c=\left(c_{1}, c_{2}, c_{3}\right) \in \Re^{3}: c_{2}=-\frac{c_{1}^{2}}{3}, c_{3}=0\right\} \tag{5.11}
\end{equation*}
$$

which defines a curve that is tangent to $E^{s}$ (the $x_{1}$-axis) at the origin. See Figure 8.24 (where we mix $x_{i}$ with $c_{i}, i=1,2,3$ ).


Figure 8.24: $E^{s}, E^{u}, E^{c}$, and $M^{s}, M^{u}, M^{c}$, for Eq. (5.9)

Moreover, if an initial point $c=\left(c_{1}, c_{2}, c_{3}\right)$ is in $M^{s}$, then from (5.10), the corresponding solution $x(t, 0, c)=\left(x_{1}, x_{2}, x_{3}\right)$ satisfies $x_{3}=c_{3}=0$ and

$$
x_{2}=\left(c_{2}+\frac{c_{1}^{2}}{3}\right) e^{t}-\frac{c_{1}^{2}}{3} e^{-2 t}=-\frac{1}{3}\left(c_{1} e^{-t}\right)^{2}=-\frac{x_{1}^{2}}{3}
$$

that is, $M^{s}$ is invariant for Eq. (5.9).
For the counterpart of the invariant unstable subspace $E^{u}$ of the linearization of Eq. (5.9), which is the $x_{2}$-axis now, we need to find $c=\left(c_{1}, c_{2}, c_{3}\right)$ such that $|x(t, 0, c)| \rightarrow 0, t \rightarrow-\infty$. It is given by

$$
\begin{equation*}
M^{u}=\left\{c=\left(c_{1}, c_{2}, c_{3}\right) \in \Re^{3}: c_{1}=0, c_{3}=0\right\} \tag{5.12}
\end{equation*}
$$

or the $x_{2}$-axis itself, and it is also invariant for Eq. (5.9). Since $M^{u}$ is now the same as $E^{s}$, it is of course tangent to $E^{s}$ at the origin. See Figure 8.24.

Similarly, we find that $E^{c}$ for the linearization of Eq. (5.9) is the $x_{3}$-axis, and that

$$
\begin{equation*}
M^{c}=\left\{c=\left(c_{1}, c_{2}, c_{3}\right) \in \Re^{3}: c_{1}=0, c_{2}=0\right\} \tag{5.13}
\end{equation*}
$$

is tangent to $E^{c}$ at the origin (since they are the same now, see Figure 8.24), and $M^{c}$ is also invariant for Eq. (5.9).

For the subset $M^{s}$ given in (5.11), it is not a one-dimensional subspace of $\Re^{3}$ (in fact, it is not even a subspace of $\Re^{3}$ ), but $M^{s}$ is composed with many small pieces such that every small piece is an image of an open interval on the $x_{1}$-axis. Accordingly, $M^{s}$ in (5.11) is called a one-dimensional manifold. Moreover, $M^{s}$ is called a one-dimensional invariant stable manifold of Eq. (5.9) due to the properties that $M^{s}$ is invariant and when initial points are in $M^{s}$, the corresponding solutions approach the origin. Similarly, $M^{u}$ and $M^{c}$ are called one-dimensional invariant unstable manifold and one-dimensional invariant center manifold of Eq. (5.9) respectively. (They are identical with $E^{u}$ and $E^{c}$ in Example 8.5.1.)

The following is based on Coddington and Levinson [1955], Hartman [1964], Kelley [1967], Guckenheimer and Holmes [1986], Wiggins [1990], and Perko [1991]. We only consider the situation near the origin, and sometimes we only outline the major steps without details, since some of the details are not within the scope of this book. First, we list some definitions.

Definition 8.5.2 Two subsets $A$ and $B$ of a metric space $X$ are said to be homeomorphic if there is a continuous map $h: A \rightarrow B$ that is one-to-one and onto, and $h^{-1}$ is also continuous. In this case, it is denoted by $A \xrightarrow{h} B$ and $h$ is called $a$ homeomorphism.

Definition 8.5.3 $A$ k-dimensional differentiable manifold $M$ is a connected metric space with an open covering $M=\bigcup_{\alpha} V_{\alpha}$ such that

1. for all $\alpha, V_{\alpha}$ is homeomorphic to the open unit ball in $\Re^{k}$, and
2. if $V_{\alpha} \cap V_{\beta} \neq \emptyset$ (empty set), and $V_{\alpha} \xrightarrow{h_{\alpha}} B \subset \Re^{k}, V_{\beta} \xrightarrow{h_{\beta}} B$, then the map

$$
h=h_{\alpha}\left(h_{\beta}^{-1}\right): \quad h_{\beta}\left(V_{\alpha} \cap V_{\beta}\right) \longrightarrow h_{\alpha}\left(V_{\alpha} \cap V_{\beta}\right)
$$

is a differentiable function of $x \in h_{\beta}\left(V_{\alpha} \cap V_{\beta}\right) \subset \Re^{k}$, with $\operatorname{det} \frac{\partial h(x)}{\partial x} \neq 0$.

That is, a manifold is a set which locally has the structure of Euclidean space, and for our purpose here, we can think of a manifold as a curve or a surface embedded in $\Re^{n}$. See, for example, $M^{s}, M^{u}$, and $M^{c}$ in Figure 8.24 as one-dimensional differentiable manifolds. The following subset of $\Re^{3}$,

$$
\begin{equation*}
\left\{x=\left(x_{1}, x_{2}, x_{3}\right) \in \Re^{3}: x_{3}=x_{1}^{2}\right\} \tag{5.14}
\end{equation*}
$$

defines a two-dimensional differentiable manifold that is tangent to the ( $x_{1}, x_{2}$ ) plane at the origin, see Figure 8.25.


Figure 8.25: A two-dimensional differentiable manifold in $\Re^{3}$

Definition 8.5.4 Consider Eq. (5.2) in a small neighborhood $D$ of the origin of $\Re^{n}$ where the matrix $A$ is given in Eq. (5.3). A manifold $M^{s} \subset D$ is said to be a stable manifold of Eq. (5.2) at the origin if $M^{s}$ is positively invariant for Eq. (5.2), tangent to $E^{s}$ of the linearization at the origin, and for any $x_{0}^{s} \in M^{s}$, the corresponding solution $x\left(t, 0, x_{0}^{s}\right)$ of Eq. (5.2) satisfies $\left|x\left(t, 0, x_{0}^{s}\right)\right| \rightarrow 0, t \rightarrow \infty$. A manifold $M^{u} \subset D$ is said to be an unstable manifold of Eq. (5.2) at the origin if $M^{u}$ is negatively invariant for Eq. (5.2), tangent to $E^{u}$ of the linearization at the origin, and for any $x_{0}^{u} \in M^{u}$, the corresponding solution $x\left(t, 0, x_{0}^{u}\right)$ of Eq. (5.2) satisfies $\left|x\left(t, 0, x_{0}^{u}\right)\right| \rightarrow 0, t \rightarrow-\infty$. A manifold $M^{c} \subset D$ is said to be a center manifold of Eq. (5.2) at the origin if $M^{c}$ is invariant for Eq. (5.2) and tangent to $E^{c}$ of the linearization at the origin.

We find from Example 8.5.1 that stable and unstable manifolds are uniquely determined, but center manifolds may not be, see the following example.

Example 8.5.5 Consider

$$
\left\{\begin{array}{l}
x^{\prime}=x^{2},  \tag{5.15}\\
y^{\prime}=-y,
\end{array}\right.
$$

whose solutions are given by $x(t)=\frac{x_{0}}{1-t x_{0}}$ and $y(t)=y_{0} e^{-t}$. Then we get $t=\frac{1}{x_{0}}-\frac{1}{x}$ from $x(t)=\frac{x_{0}}{1-t x_{0}}$ and hence obtain solution curves which are graphs of the functions $y(x)=\left(y_{0} e^{-1 / x_{0}}\right) e^{1 / x}$. Now, for each $\left(x_{0}, y_{0}\right)$ with $x_{0}<0$, the graph of $y(x)=\left(y_{0} e^{-1 / x_{0}}\right) e^{1 / x}$ will start with $\left(x_{0}, y_{0}\right)$ and approach the origin $(x, y)=(0,0)$ as $x \rightarrow 0^{-}$. Therefore, we can patch such a graph with the positive $x$-axis at the origin and still call it $y(x)$, see Figure 8.26 .


Figure 8.26: The nonuniqueness of center manifolds for Eq. (5.15)

Now, it can be verified (see an exercise) that $\frac{d y}{d x}(0)=0$, that is, such a graph forms a one-dimensional differentiable center manifold of Eq. (5.15) at the origin. Since such a point $\left(x_{0}, y_{0}\right)$ with $x_{0}<0$ is arbitrary, center manifolds of Eq. (5.15) at the origin are not uniquely determined, see Figure 8.26 .

Next, we state and prove the following result confirming the existence of stable and unstable manifolds of Eq. (5.2) with a small nonlinear perturbation $f(x)$, where we assume
(H). $f$ is continuously differentiable, $f(0)=0, \frac{\partial f}{\partial x}(0)=0$.

Under the assumption (H), for any $\varepsilon>0$ there is a $\delta>0$ such that

$$
\begin{equation*}
|f(x)-f(y)| \leq \varepsilon|x-y|, \quad \text { for } \quad|x|,|y| \leq \delta \tag{5.17}
\end{equation*}
$$

Theorem 8.5.6 (Stable and Unstable Manifolds Theorem) Consider Eq. (5.2) where the matrix $A$ is given in Eq. (5.3) and the function $f$ satisfies the hypothesis (H) in (5.16). Let $s=\operatorname{dim}\left(\Re^{s}\right)>0$ (the matrix $A$ has $s$ eigenvalues with negative real parts), $u=\operatorname{dim}\left(\Re^{u}\right)>0$ ( $u$ eigenvalues with positive real parts), and $c=\operatorname{dim}\left(\Re^{c}\right)=0$ (no eigenvalues with zero real parts). Then there exists an s-dimensional differentiable stable manifold $M^{s}$ and a u-dimensional differentiable unstable manifold $M^{u}$ of Eq. (5.2).

Proof. Let

$$
S(t)=\left[\begin{array}{cc}
e^{t A_{s}} & 0  \tag{5.18}\\
0 & 0
\end{array}\right], \quad U(t)=\left[\begin{array}{cc}
0 & 0 \\
0 & e^{t A_{u}}
\end{array}\right]
$$

then $e^{t A}=S(t)+U(t)$ and $S^{\prime}=A S, U^{\prime}=A U$. Let $\alpha>0$ be chosen so that the real parts of the eigenvalues of $A_{s}$ are less than $-\alpha$ (since they are all negative). Then we can find positive constants $K$ and $\sigma$ such that

$$
\begin{equation*}
|S(t)| \leq K e^{-(\alpha+\sigma) t}, t \geq 0 ; \quad|U(t)| \leq K e^{\sigma t}, t \leq 0 \tag{5.19}
\end{equation*}
$$

For $a \in \Re^{n}$, consider the integral equation

$$
\begin{align*}
v(t, a)= & S(t) a+\int_{0}^{t} S(t-h) f(v(h, a)) d h \\
& -\int_{t}^{\infty} U(t-h) f(v(h, a)) d h, \quad t \geq 0 \tag{5.20}
\end{align*}
$$

whose construction guarantees that the integrals are convergent using (5.19). It is true (see an exercise) that a solution of Eq. (5.20) is also a solution of Eq. (5.2). We will prove the existence of solutions of Eq. (5.20) and then use them to define a stable manifold. Start with the successive approximations

$$
\begin{align*}
v_{(0)}(t, a)= & 0 \\
v_{(j+1)}(t, a)= & S(t) a+\int_{0}^{t} S(t-h) f\left(v_{(j)}(h, a)\right) d h \\
& -\int_{t}^{\infty} U(t-h) f\left(v_{(j)}(h, a)\right) d h, \quad t \geq 0, \quad j \geq 0 \tag{5.21}
\end{align*}
$$

we find that

$$
\begin{equation*}
\left|v_{(1)}(t, a)\right|=|S(t) a| \leq K|a| e^{-(\alpha+\sigma) t} \leq K|a|, \quad t \geq 0 \tag{5.22}
\end{equation*}
$$

In order to use condition (5.17), we choose $\varepsilon<\frac{\sigma}{4 K}$ and then choose $a$ such that $|a| \leq \frac{\delta}{2 K}$. Then let's use an induction to prove

$$
\left\{\begin{array}{rl}
\left|v_{(j)}(t, a)\right| & \leq\left(\frac{1}{2}+\frac{1}{2^{2}}+\cdots+\frac{1}{2^{j}}\right) \delta,  \tag{5.23}\\
\left|v_{(j)}(t, a)-v_{(j-1)}(t, a)\right| & \leq \frac{K|a| e^{-\alpha t}}{2^{j-1}},
\end{array} \quad t \geq 0, j \geq 1,\right.
$$

which is true for $j=1$ already using (5.22). If (5.23) is true for $j=$ $1,2, \cdots, m$, then $\left|v_{(j)}(t, a)\right| \leq\left(\frac{1}{2}+\frac{1}{2^{2}}+\cdots+\frac{1}{2^{j}}\right) \delta<\delta$, and hence condition (5.17) can be applied to obtain, for $t \geq 0$,

$$
\begin{aligned}
& \left|v_{(m+1)}(t, a)-v_{(m)}(t, a)\right| \leq \int_{0}^{t}|S(t-h)| \varepsilon\left|v_{(m)}(h, a)-v_{(m-1)}(h, a)\right| d h \\
& \quad+\int_{t}^{\infty}|U(t-h)| \varepsilon\left|v_{(m)}(h, a)-v_{(m-1)}(h, a)\right| d h \\
& =\varepsilon \int_{0}^{t} K e^{-(\alpha+\sigma)(t-h)} \frac{K|a| e^{-\alpha h}}{2^{m-1}} d h+\varepsilon \int_{t}^{\infty} K e^{\sigma(t-h)} \frac{K|a| e^{-\alpha h}}{2^{m-1}} d h \\
& \leq \frac{\varepsilon K^{2}|a| e^{-\alpha t}}{2^{m-1}} \int_{0}^{t} e^{\sigma(h-t)} d h+\frac{\varepsilon K^{2}|a| e^{-\alpha t}}{2^{m-1}} \int_{t}^{\infty} e^{\sigma(t-h)} d h \\
& \leq \frac{\varepsilon K^{2}|a| e^{-\alpha t}}{\sigma 2^{m-1}}+\frac{\varepsilon K^{2}|a| e^{-\alpha t}}{\sigma 2^{m-1}}=\left(\frac{2 \varepsilon K}{\sigma}\right) \frac{K|a| e^{-\alpha t}}{2^{m-1}} \leq \frac{K|a| e^{-\alpha t}}{2^{m}}
\end{aligned}
$$

which in turn implies, for $t \geq 0$,

$$
\left|v_{(m+1)}(t, a)\right| \leq\left|v_{(m)}(t, a)\right|+\frac{K|a| e^{-\alpha t}}{2^{m}} \leq\left(\frac{1}{2}+\frac{1}{2^{2}}+\cdots+\frac{1}{2^{m}}\right) \delta+\frac{\delta}{2^{m+1}}
$$

and hence completes the induction of (5.23). Now, for $j>m>N$ and $t \geq 0$,

$$
\left|v_{(j)}(t, a)-v_{(m)}(t, a)\right| \leq \sum_{i=N}^{\infty}\left|v_{(i+1)}(t, a)-v_{(i)}(t, a)\right| \leq K|a| \sum_{i=N}^{\infty} \frac{1}{2^{i}}=\frac{K|a|}{2^{N-1}}
$$

which implies that $\left\{v_{(i)}(t, a)\right\}_{i \geq 1}$ is a Cauchy sequence, and that

$$
\lim _{i \rightarrow \infty} v_{(i)}(t, a)=v(t, a)
$$

exists uniformly for $|a| \leq \frac{\delta}{2 K}$ and $t \geq 0$, which gives rise to a solution of Eq. (5.20) and of Eq. (5.2). Moreover, since each $v_{(i)}(t, a)$ is a differentiable function of $|a| \leq \frac{\delta}{2 K}$ for $t \geq 0, v(t, a)$ (as a uniform limit) is also a differentiable function of $|a| \leq \frac{\delta}{2 K}$ for $t \geq 0$. The estimate (5.23) also implies that

$$
\begin{equation*}
|v(t, a)| \leq 2 K|a| e^{-\alpha t}, \quad|a| \leq \frac{\delta}{2 K}, \quad t \geq 0 \tag{5.24}
\end{equation*}
$$

Next, let's look at how to define a stable manifold from solutions of Eq. (5.20). First, note from the successive approximations in (5.21) and the structure of the matrix $\mathrm{S}(\mathrm{t})$ that the last $u$ components of the vector $a$ do not enter into the solution of Eq. (5.20) and may be taken as zero, which we assume has been done. From Eq. (5.20), the components $v_{i}(t, a)$ of the solution $v(t, a)$ satisfy the initial conditions
$\left\{\begin{array}{l}v_{i}(0, a)=a_{i}, \quad i=1,2, \cdots, s \\ v_{i}(0, a)=-\left(\int_{0}^{\infty} U(-h) f(v(h, a)) d h\right)_{i}, \quad i=s+1, s+2, \cdots, n,\end{array}\right.$
where $(\cdot)_{i}$ denotes the $i$ th component. If the functions $\psi_{i}$ are defined by

$$
\psi_{i}\left(a_{1}, a_{2}, \cdots, a_{s}\right)=-\left(\int_{0}^{\infty} U(-h) f(v(h, a)) d h\right)_{i}, \quad i=s+1, s+2, \cdots, n
$$

where the first $s$ components of $a$ are $a_{1}, a_{2}, \cdots, a_{s}$ and other components of $a$ are zero, and $v(\cdot, a)$ is the corresponding solution (which is uniquely determined due to the Lipschitz condition), then the initial values $x_{i}=$ $v_{i}(0, a), i=1,2, \cdots, n$, satisfy the equations

$$
\begin{equation*}
x_{i}=\psi_{i}\left(x_{1}, x_{2}, \cdots, x_{s}\right), \quad i=s+1, s+2, \cdots, n \tag{5.26}
\end{equation*}
$$

in $x$ space $\Re^{n}$. This defines an $s$-dimensional differentiable manifold $M^{s}$ for $\left|x^{s}\right| \leq \frac{\delta}{2 K}$ where $x^{s}=\left(x_{1}, x_{2}, \cdots, x_{s}\right)$. If $x(t)$ is a solution of Eq. (5.2) near the origin with $x(0) \in M^{s}$, then $x(0)=v(0, a)$ where the first $s$ components of $a$ are the same as those of $x(0)$ and other components of $a$ are zero, and $v$ is the corresponding solution. From uniqueness, we have $x(t)=v(t, a)$, then $x(t) \in M^{s}$ for $t \geq 0$ and $|x(t)| \rightarrow 0$ as $t \rightarrow \infty$ using (5.24). Moreover, from Coddington and Levinson [1955] p. 333, one has

$$
\frac{\partial \psi_{i}}{\partial x_{l}}=0, \quad i=s+1, s+2, \cdots, n, \quad l=1,2, \cdots, s
$$

at $x_{1}=x_{2}=\cdots=x_{s}=0$, hence $M^{s}$ is tangent to $E^{s}=\left\{x \in \Re^{n}: x_{s+1}=\right.$ $\left.\cdots=x_{n}=0\right\}$ of the linearization. Therefore, $M^{s}$ is an $s$-dimensional differentiable stable manifold of Eq. (5.2).

To derive an unstable manifold of Eq. (5.2), we can make a change of $t \rightarrow-t$ in Eq. (5.2) to get

$$
\begin{equation*}
x^{\prime}(t)=-A x(t)-f(x(t)) \tag{5.27}
\end{equation*}
$$

and replace the vector $x=\left(x_{1}, \cdots, x_{s}, x_{s+1}, \cdots, x_{n}\right)$ by $\left(x_{s+1}, \cdots, x_{n}, x_{1}, \cdots\right.$, $x_{s}$ ) and then obtain a stable manifold of the resulting equation, which in turn gives an unstable manifold of Eq. (5.2). This completes the proof.

Next, we use an example to illustrate the successive approximations of $v_{(j)}(t, a)$ in the above proof and the approximations of stable and unstable manifolds.

Example 8.5.7 Consider

$$
\left\{\begin{align*}
x_{1}^{\prime} & =-x_{1}-x_{2}^{2}  \tag{5.28}\\
x_{2}^{\prime} & =x_{2}+x_{1}^{2}
\end{align*}\right.
$$

for which we have

$$
A=\left[\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right], f(x)=\left[\begin{array}{c}
-x_{2}^{2} \\
x_{1}^{2}
\end{array}\right], S(t)=\left[\begin{array}{cc}
e^{-t} & 0 \\
0 & 0
\end{array}\right], U(t)=\left[\begin{array}{cc}
0 & 0 \\
0 & e^{t}
\end{array}\right]
$$

Then the successive approximations of $v_{(j)}(t, a)$ in (5.21) with $a=\left[a_{1}, 0\right]^{T}$ give

$$
\begin{aligned}
v_{(0)}(t, a) & =\left[\begin{array}{l}
0 \\
0
\end{array}\right] \\
v_{(1)}(t, a) & =S(t) a=\left[\begin{array}{c}
e^{-t} a_{1} \\
0
\end{array}\right], \\
v_{(2)}(t, a) & =S(t) a+\int_{0}^{t} S(t-h) f\left(v_{(1)}(h, a)\right) d h-\int_{t}^{\infty} U(t-h) f\left(v_{(1)}(h, a)\right) d h \\
& =\left[\begin{array}{c}
e^{-t} a_{1} \\
0
\end{array}\right]-\int_{t}^{\infty}\left[\begin{array}{c}
0 \\
e^{t-h} e^{-2 h} a_{1}^{2}
\end{array}\right] d h=\left[\begin{array}{c}
e^{-t} a_{1} \\
-\frac{1}{3} e^{-2 t} a_{1}^{2}
\end{array}\right] \\
v_{(3)}(t, a) & =\left[\begin{array}{c}
e^{-t} a_{1} \\
0
\end{array}\right]-\int_{0}^{t}\left[\begin{array}{c}
\frac{e^{-(t-h)} e^{-4 h} a_{1}^{4}}{9} \\
0
\end{array}\right] d h-\int_{t}^{\infty}\left[\begin{array}{c}
0 \\
e^{t-h} e^{-2 h} a_{1}^{2}
\end{array}\right] d h \\
& =\left[\begin{array}{c}
e^{-t} a_{1}+\frac{1}{27}\left(e^{-4 t}-e^{-t}\right) a_{1}^{4} \\
-\frac{1}{3} e^{-2 t} a_{1}^{2}
\end{array}\right] .
\end{aligned}
$$

Accordingly, we have $v(t, a) \approx\left[\begin{array}{c}e^{-t} a_{1} \\ -\frac{1}{3} e^{-2 t} a_{1}^{2}\end{array}\right]$ when $|a|=\left|\left[a_{1}, 0\right]^{T}\right|$ is small, or when $a_{1}$ is small. Thus the stable manifold is approximated by

$$
\psi_{2}\left(a_{1}\right)=-\left(\int_{0}^{\infty} U(-h) f(v(h, a)) d h\right)_{2}
$$

$$
\begin{aligned}
& \approx-\left(\int_{0}^{\infty}\left[\begin{array}{cc}
0 & 0 \\
0 & e^{-h}
\end{array}\right]\left[\begin{array}{c}
-\frac{1}{9} e^{-4 h} a_{1}^{4} \\
e^{-2 h} a_{1}^{2}
\end{array}\right] d h\right)_{2} \\
& =-\int_{0}^{\infty} e^{-h} e^{-2 h} a_{1}^{2} d h=-\frac{1}{3} a_{1}^{2}
\end{aligned}
$$

That is, near the origin, the stable manifold $M^{s}$ is approximated by

$$
\left\{\left(x_{1}, x_{2}\right) \in \Re^{2}: x_{2}=-\frac{1}{3} x_{1}^{2}\right\}
$$

The unstable manifold can be approximated in the same way as above with $t \rightarrow-t$ and $x_{1}$ and $x_{2}$ interchanged, whose stable manifold will be the unstable manifold $M^{u}$ of Eq. (5.28), and is approximated by

$$
\left\{\left(x_{1}, x_{2}\right) \in \Re^{2}: x_{1}=-\frac{1}{3} x_{2}^{2}\right\}
$$

## see Figure 8.27.



Figure 8.27: Local approximations of $M^{s}$ and $M^{u}$ for Eq. (5.28)

Next, we state a result that also concerns center manifolds. Refer to the previous references for a proof and additional remarks.

Theorem 8.5.8 (Stable, Unstable, and Center Manifolds Theorem) Consider Eq. (5.2) where the matrix $A$ is given in Eq. (5.3) and the function
$f$ satisfies the hypothesis (H) in (5.16). Let $s=\operatorname{dim}\left(\Re^{s}\right)>0$ (the matrix $A$ has $s$ eigenvalues with negative real parts), $u=\operatorname{dim}\left(\Re^{u}\right)>0$ ( $u$ eigenvalues with positive real parts), and $c=\operatorname{dim}\left(\Re^{c}\right)>0$ ( $c$ eigenvalues with zero real parts). Then there exists an $s$-dimensional differentiable stable manifold $M^{s}$, a u-dimensional differentiable unstable manifold $M^{u}$, and a c-dimensional differentiable center manifold $M^{c}$ of Eq. (5.2).

That is, for Eq. (5.2) near the origin, we can find those invariant manifolds $M^{s}, M^{u}$, and $M^{c}$ which are the counterparts of the invariant subspaces $E^{s}, E^{u}$, and $E^{c}$ of the linearization, and $M^{s}, M^{u}, M^{c}$ have the asymptotic properties of $E^{s}, E^{u}, E^{c}$ respectively. That is, solutions of Eq. (5.2) with initial points in $M^{s}\left(M^{u}\right)$ approach the origin at an exponential rate asymptotically as $t \rightarrow \infty(-\infty)$, and there exist initial points in $M^{c}$ such that the corresponding solutions do not approach the origin as $|t| \rightarrow \infty$.

Next, we look at the relationship between the trajectories of Eq. (5.2) and its linearization near the origin. Recall from Chapter 4 that a center can be changed to a spiral point after a small perturbation. For example, look at

$$
\begin{equation*}
x_{1}^{\prime}=-x_{2}+x_{1}\left(x_{1}^{2}+x_{2}^{2}\right), \quad x_{2}^{\prime}=x_{1}+x_{2}\left(x_{1}^{2}+x_{2}^{2}\right) \tag{5.29}
\end{equation*}
$$

which is Example 4.3.4 in Chapter 4. We know that the origin is a center for the linearization of Eq. (5.29) but a spiral point for Eq. (5.29). Since the trajectories for centers and for spiral points are qualitatively different, we find that we must restrict our study to the cases where the real parts of eigenvalues of linearization matrices are nonzero.

Let's also recall that we have seen some cases where trajectories of one equation are transformed to become trajectories of another equation. For example, the linear equation with the matrix

$$
B=\left[\begin{array}{ll}
-1 & -2  \tag{5.30}\\
-2 & -1
\end{array}\right]
$$

is Example 4.2.5 in Chapter 4, and we know that if we let

$$
P=\left[\begin{array}{cc}
1 & 1  \tag{5.31}\\
-1 & 1
\end{array}\right]
$$

then

$$
P B P^{-1}=\left[\begin{array}{cc}
-3 & 0  \tag{5.32}\\
0 & 1
\end{array}\right]=A
$$

and $y=P x$ transforms $x^{\prime}=B x$ into $y^{\prime}=A y$. Now, if we define a mapping $H(x)=P x$ on $\Re^{2}$, then $H$ is a rotation of $-45^{\circ}$ and hence a homeomorphism on $\Re^{2}$. Moreover, for $x=e^{t B} x_{0}$ and $y=e^{t A} y_{0}$ with $y_{0}=P x_{0}$, we have $e^{t A} P x_{0}=e^{t A} y_{0}=y=P x=P e^{t B} x_{0}$, or

$$
\begin{equation*}
e^{t A} H=H e^{t B} \tag{5.33}
\end{equation*}
$$

That is, $H$ maps trajectories of $x^{\prime}=B x$ onto trajectories of $y^{\prime}=A y$ and, due to (5.33), we say that $H$ preserves the parameterization. See Figure 8.28 .


Figure 8.28: A homeomorphism preserving parameterization

Now, we introduce the Hartman-Grobman theorem, proved independently by Hartman in 1960 and Grobman in 1959, showing that near the origin, the trajectories of Eq. (5.2) and its linearization are related by a homeomorphism preserving parameterization.

Theorem 8.5.9 (Hartman-Grobman theorem) Consider Eq. (5.2)
where the matrix $A$ is given in Eq. (5.3) and the function $f$ satisfies the hypothesis (H) in (5.16). Let $s=\operatorname{dim}\left(\Re^{s}\right)>0$ (the matrix $A$ has s eigenvalues with negative real parts), $u=\operatorname{dim}\left(\Re^{u}\right)>0$ ( $u$ eigenvalues with positive real parts), and $c=\operatorname{dim}\left(\Re^{c}\right)=0$ (no eigenvalues with zero real parts). Let $T^{t}: x_{0} \rightarrow x\left(t, 0, x_{0}\right)$ denote the solution (flow) of Eq. (5.2). Then there exists a homeomorphism $H$ of a neighborhood of the origin onto a neighborhood of the origin such that for $x_{0}$ near the origin and $t$ in some interval containing zero,

$$
\begin{equation*}
e^{t A} H=H T^{t} \quad\left(\text { or } \quad e^{t A} H\left(x_{0}\right)=H\left(x\left(t, 0, x_{0}\right)\right)\right) \tag{5.34}
\end{equation*}
$$

That is, near the origin, $H$ maps trajectories of Eq. (5.2) onto trajectories of the linearization and preserves the parameterization.

Proof. The following steps are based on Hartman [1964] p. 228-251. See also Perko [1991].

Step 1. Based on Chapter 2, we can assume without loss of generality that solutions (flows) $x\left(t, 0, x_{0}\right)$ of Eq. (5.2) exist on $t \in[-1,1]$ for $x_{0}$ near the origin. The solution $x\left(t, 0, x_{0}\right)$ of Eq. (5.2) can be written as a linear term in $x_{0}$ and a higher order term in $x_{0}$, given by

$$
\begin{equation*}
x\left(t, 0, x_{0}\right)=e^{t A} x_{0}+K\left(t, x_{0}\right) \tag{5.35}
\end{equation*}
$$

which can be done if we define $K$ to be the difference of $x\left(t, 0, x_{0}\right)$ and $e^{t A} x_{0}$.
From Corollary 2.3.11 in Chapter 2, the $n \times n$ matrix $J\left(t, x_{0}\right)=\frac{\partial x\left(t, 0, x_{0}\right)}{\partial x_{0}}=$ $e^{t A}+\frac{\partial K\left(t, x_{0}\right)}{\partial x_{0}}$ is the solution of

$$
\frac{d}{d t} J\left(t, x_{0}\right)=\left[A+\frac{\partial f}{\partial x}\left(x\left(t, 0, x_{0}\right)\right)\right] J\left(t, x_{0}\right), \quad J\left(0, x_{0}\right)=E
$$

where $E$ is the $n \times n$ unit or identity matrix. Since $x(t, 0,0)=0$ and $\frac{\partial f}{\partial x}(0)=0$, we have

$$
\frac{d}{d t} J(t, 0)=A J(t, 0), \quad J(0,0)=E
$$

thus $J(t, 0)=e^{t A}$, or $e^{t A}+\frac{\partial K}{\partial x_{0}}(t, 0)=e^{t A}$. Therefore

$$
\begin{equation*}
K(t, 0)=0, \quad \frac{\partial K}{\partial x_{0}}(t, 0)=0 \tag{5.36}
\end{equation*}
$$

Now, write $x\left(1,0, x_{0}\right)$ (at $t=1$ ) as

$$
x\left(1,0, x_{0}\right)=e^{A} x_{0}+K\left(1, x_{0}\right)=\left[\begin{array}{cc}
e^{A_{s}} & 0  \tag{5.37}\\
0 & e^{A_{u}}
\end{array}\right]\left[\begin{array}{c}
y_{0} \\
z_{0}
\end{array}\right]+K\left(1, x_{0}\right)
$$

where $x_{0}=\left(y_{0}, z_{0}\right)$ and the matrices $A_{s}$ and $A_{u}$ are given in Eq. (5.3). From (5.36), we have

$$
\begin{equation*}
K(1,0)=0, \quad \frac{\partial K}{\partial x_{0}}(1,0)=0 \tag{5.38}
\end{equation*}
$$

Step 2. Based on (5.38), we claim that for any $\theta>0$ there exists a number $s=s(\theta)>0$ (which tends to zero with $\theta$ ) and a continuously differentiable function $G(x)$ defined on $\Re^{n}$ satisfying $G(x)=K(1, x)$ for $|x| \leq \frac{s}{2}, G(x)=0$ for $|x| \geq s$, and $\left|\frac{\partial G(x)}{\partial x}\right| \leq \theta$ for all $x$.

To prove the claim, we let $\theta>0$. Then we can let $s>0$ be so small that $\left|\frac{\partial K(1, x)}{\partial x}\right| \leq \frac{\theta}{8}$ when $|x| \leq s$, hence from the mean value theorem, $|K(1, x)| \leq$ $\frac{|x| \theta}{8}$. Then we let $\phi(t)$ be a differentiable real-valued function of $t \geq 0$ such that $\phi(t)=1$ for $t \leq\left(\frac{s}{2}\right)^{2}, 0<\phi(t)<1$ for $\left(\frac{s}{2}\right)^{2}<t<s^{2}, \phi(t)=0$ for $t \geq s^{2}$, and $0 \leq-\phi^{\prime}(t) \leq \frac{2}{s^{2}}$ for all $t \geq 0$. Define $G(x)=K(1, x) \phi\left(|x|^{2}\right)$ for $|x| \leq s$ and $G(x)=0$ for $|x| \geq s$ (where $|\cdot|$ is defined using the square root). For $|x| \leq s, \frac{\partial G(x)}{\partial x}=\frac{\partial K(1, x)}{\partial x} \phi\left(|x|^{2}\right)+2 \phi^{\prime}\left(|x|^{2}\right) K(1, x) x^{T}$ and hence $\left|\frac{\partial G(x)}{\partial x}\right| \leq \frac{\theta}{8}+2 \frac{2}{s^{2}} \frac{|x|^{2} \theta}{8} \leq \theta$, which proves the claim.

Accordingly, since we are only concerned with the properties near the origin, we may replace $K(1, x)$ by $G(x)$ if necessary. That is, we can assume without loss of generality that

$$
\left\{\begin{array}{l}
K(1,0)=0, \quad K(1, x)=0 \text { for }|x| \geq s  \tag{5.39}\\
\frac{\partial K(1,0)}{\partial x}=0, \quad\left|\frac{\partial K(1, x)}{\partial x}\right| \leq \theta \text { for all } x
\end{array}\right.
$$

where $s=s(\theta)$ and $s=s(\theta) \rightarrow 0$ as $\theta \rightarrow 0$.
Now write

$$
\begin{equation*}
K(1, x)=(Y(x), Z(x)) \tag{5.40}
\end{equation*}
$$

as components such that

$$
\begin{aligned}
T^{1} x_{0} & =x\left(1,0, x_{0}\right)=\left[\begin{array}{cc}
e^{A_{s}} & 0 \\
0 & e^{A_{u}}
\end{array}\right]\left[\begin{array}{l}
y_{0} \\
z_{0}
\end{array}\right]+\left[\begin{array}{l}
Y\left(x_{0}\right) \\
Z\left(x_{0}\right)
\end{array}\right] \\
& =\left[\begin{array}{c}
e^{A_{s}} y_{0}+Y\left(x_{0}\right) \\
e^{A_{u}} z_{0}+Z\left(x_{0}\right)
\end{array}\right], \quad x_{0}=\left[\begin{array}{l}
y_{0} \\
z_{0}
\end{array}\right] .
\end{aligned}
$$

From (5.39), we have

$$
\left\{\begin{array}{l}
Y(0)=0, Z(0)=0, Y(x)=0, \text { and } Z(x)=0 \text { for }|x| \geq s  \tag{5.41}\\
\frac{\partial Y}{\partial x}(0)=0, \frac{\partial Z}{\partial x}(0)=0,\left|\frac{\partial Y(x)}{\partial x}\right| \leq \theta \text { and }\left|\frac{\partial Z(x)}{\partial x}\right| \leq \theta \text { for all } x
\end{array}\right.
$$

And we follow a normalization in Hartman [1964] p. 233 and assume without loss of generality that

$$
\begin{equation*}
\left|e^{A_{s}}\right|<1, \quad\left|e^{-A_{u}}\right|<1 \tag{5.42}
\end{equation*}
$$

Step 3. We show that there exists a homeomorphism

$$
H_{0}(x)=\left[\begin{array}{l}
\Phi(x)  \tag{5.43}\\
\Psi(x)
\end{array}\right]
$$

on $x \in \Re^{n}$ such that

$$
\begin{equation*}
e^{A} H_{0}=H_{0} T^{1}, \tag{5.44}
\end{equation*}
$$

which is, in components, the same as solving $\Phi(x)$ and $\Psi(x)$ from (for $x=$ $(y, z))$

$$
\begin{align*}
e^{A_{s}} \Phi(x) & =\Phi\left(e^{A_{s}} y+Y(x), e^{A_{u}} z+Z(x)\right)  \tag{5.45}\\
e^{A_{u}} \Psi(x) & =\Psi\left(e^{A_{s}} y+Y(x), e^{A_{u}} z+Z(x)\right) \tag{5.46}
\end{align*}
$$

First, let's derive a continuous solution $\Psi(x)$ for Eq. (5.46) using successive approximations. Define

$$
\left\{\begin{array}{l}
\Psi_{(0)}(x)=z, \quad x=(y, z) \in \Re^{n},  \tag{5.47}\\
\Psi_{(j)}(x)=e^{-A_{u}} \Psi_{(j-1)}\left(e^{A_{s}} y+Y(x), e^{A_{u}} z+Z(x)\right), \quad j \geq 1,
\end{array}\right.
$$

so that $\Psi_{(j)}(x)$ is continuous in $x \in \Re^{n}$. From $Z(x)=0,|x| \geq s$, and $|z| \leq\left|e^{-A_{u}}\right|\left|e^{A_{u}} z\right|<\left|e^{A_{u}} z\right|$, we can use an induction to show (see an exercise) that

$$
\begin{equation*}
\Psi_{(j)}(x)=z \quad \text { if } \quad|z| \geq s, \quad j \geq 0 \tag{5.48}
\end{equation*}
$$

To prove the convergence of $\Psi_{(j)}(x)$, define

$$
D_{j}(x)=\Psi_{(j)}(x)-\Psi_{(j-1)}(x),
$$

so that

$$
\begin{align*}
& D_{1}(x)=\Psi_{(1)}(x)-\Psi_{(0)}(x)=e^{-A_{u}} Z(x)  \tag{5.49}\\
& D_{j}(x)=e^{-A_{u}} D_{j-1}\left(e^{A_{s}} y+Y(x), e^{A_{u}} z+Z(x)\right), \quad j \geq 2 \tag{5.50}
\end{align*}
$$

Since $\left|e^{-A_{u}}\right|<1$, we can find $\delta \in(0,1)$ such that

$$
\begin{equation*}
r=\left|e^{-A_{u}}\right|\left(\left|e^{A_{s}}\right|+\left|e^{A_{u}}\right|+\theta\right)^{\delta}<1 \tag{5.51}
\end{equation*}
$$

and then we can define

$$
\begin{equation*}
M=\frac{1}{r}\left|e^{-A_{u}}\right| \theta s^{1-\delta}, \tag{5.52}
\end{equation*}
$$

where $\theta$ and $s$ are from (5.41). From (5.41), (5.49), and the mean value theorem, we get, for all $x \in \Re^{n}$,

$$
\begin{align*}
\left|D_{1}(x)\right| & \leq\left|e^{-A_{u}} Z(x)\right| \leq\left|e^{-A_{u}}\right| \theta|x|=\left|e^{-A_{u}}\right| \theta|x|^{1-\delta}|x|^{\delta} \\
& \leq\left|e^{-A_{u}}\right| \theta s^{1-\delta}|x|^{\delta}=M r|x|^{\delta} \tag{5.53}
\end{align*}
$$

(where $|x| \leq s$ is used because $Z(x)=0$ if $|x| \geq s$ and then (5.53) is true automatically). Next, we use an induction to prove

$$
\begin{equation*}
\left|D_{j}(x)\right| \leq M r^{j}|x|^{\delta}, \quad x \in \Re^{n} \tag{5.54}
\end{equation*}
$$

which is true for $j=1$ from (5.53). If (5.54) is true for $j-1$, then from (5.39), (5.40), (5.50), and (5.51), we get

$$
\begin{aligned}
\left|D_{j}(x)\right| & \leq\left|e^{-A_{u}}\right|\left|D_{j-1}\left(e^{A_{s}} y+Y(x), e^{A_{u}} z+Z(x)\right)\right| \\
& \leq\left|e^{-A_{u}}\right| M r^{j-1}\left|\left(e^{A_{s}} y+Y(x), e^{A_{u}} z+Z(x)\right)\right|^{\delta} \\
& =\left|e^{-A_{u}}\right| M r^{j-1}\left|\left[\begin{array}{c}
e^{A_{s}} y \\
e^{A_{u}} z
\end{array}\right]+\left[\begin{array}{c}
Y(x) \\
Z(x)
\end{array}\right]\right|^{\delta} \\
& =\left|e^{-A_{u}}\right| M r^{j-1}\left|\left[\begin{array}{cc}
e^{A_{s}} & 0 \\
0 & e^{A_{u}}
\end{array}\right] x+K(1, x)\right|^{\delta} \\
& \leq\left|e^{-A_{u}}\right| M r^{j-1}\left[\left(\left|e^{A_{s}}\right|+\left|e^{A_{u}}\right|+\theta\right)|x|\right]^{\delta} \\
& =\left|e^{-A_{u}}\right| M r^{j-1}\left(\left|e^{A_{s}}\right|+\left|e^{A_{u}}\right|+\theta\right)^{\delta}|x|^{\delta} \\
& =M r^{j}|x|^{\delta},
\end{aligned}
$$

which completes the induction for (5.54). Thus, similar to the proof of the stable and unstable manifolds theorem, $\Psi_{(j)}(x)$ is a Cauchy sequence of continuous functions and hence converges uniformly as $j \rightarrow \infty$ to a continuous function $\Psi(x)$, which gives rise to a solution of Eq. (5.46), and $\Psi(x)=z$ if $|z| \geq s$.

To get a continuous solution $\Phi$ of Eq. (5.45), we follow Hartman [1964] p. 246 and write the inverse of

$$
\begin{equation*}
T^{1}: \bar{y}=e^{A_{s}} y+Y(x), \quad \bar{z}=e^{A_{u}} z+Z(x) \tag{5.55}
\end{equation*}
$$

as

$$
T^{-1}: y=e^{-A_{s}} \bar{y}+\bar{Y}(\bar{x}), \quad z=e^{-A_{u}} \bar{z}+\bar{Z}(\bar{x})
$$

which exists near the origin. Now, $x=(y, z)=\left(e^{-A_{s}} \bar{y}+\bar{Y}(\bar{x}), e^{-A_{u}} \bar{z}+\right.$ $\bar{Z}(\bar{x})$ ), hence from (5.55), Eq. (5.45) becomes

$$
\begin{equation*}
e^{A_{s}} \Phi\left(e^{-A_{s}} \bar{y}+\bar{Y}(\bar{x}), e^{-A_{u}} \bar{z}+\bar{Z}(\bar{x})\right)=\Phi(\bar{y}, \bar{z}) \tag{5.56}
\end{equation*}
$$

and moreover, from the structures of $T^{1}$ and $T^{-1}$, we have

$$
\begin{equation*}
Y(x)=-e^{A_{s}} \bar{Y}(\bar{x}), \quad Z(x)=-e^{A_{u}} \bar{Z}(\bar{x}) \tag{5.57}
\end{equation*}
$$

for $x$ and $\bar{x}$ near the origin. Therefore, $\bar{Y}(\bar{x})$ and $\bar{Z}(\bar{x})$ satisfy the analogous conditions for $Y(x)$ and $Z(x)$ in (5.41) and Eq. (5.56) can be treated in exactly the same way Eq. (5.46) was treated since we assume $\left|e^{A_{s}}\right|<1$. Thus we obtain a continuous solution $\Phi$ of Eq. (5.45) with $\Phi(x)=y$ if $|y| \geq s$, and then obtain the continuous map $H_{0}$ in (5.43) satisfying (5.44).

Finally, $H_{0}$ is one-to-one and onto; that is, $H_{0}$ is a homeomorphism on $\Re^{n}$. For example, when $|y| \geq s$ and $|z| \geq s$, we have $\Phi(x)=y$ and $\Psi(x)=z$ for $x=(y, z)$, thus $H_{0}(x)=(\Phi(x), \Psi(x))=x$, which is one-to-one and onto. If $x_{0} \neq \bar{x}_{0}$ exist near the origin such that $H_{0}\left(x_{0}\right)=H_{0}\left(\bar{x}_{0}\right)$, then an induction shows (see an exercise) that

$$
\begin{equation*}
H_{0}\left[T^{j}\left(x_{0}\right)\right]=H_{0}\left[T^{j}\left(\bar{x}_{0}\right)\right], \quad j \geq 1 \tag{5.58}
\end{equation*}
$$

In one case, $x_{0}$ is in the stable manifold and $\bar{x}_{0}$ is in the unstable manifold, then $\left|T^{j}\left(x_{0}\right)\right| \rightarrow 0$ and $\left|T^{j}\left(\bar{x}_{0}\right)\right| \rightarrow \infty$ as $j \rightarrow \infty$. Thus, as $j \rightarrow \infty,\left|H_{0}\left[T^{j}\left(x_{0}\right)\right]\right| \rightarrow 0$ since $H_{0}(0)=0$, and $\left|H_{0}\left[T^{j}\left(\bar{x}_{0}\right)\right]\right| \rightarrow \infty$ since $H_{0}=(\Phi, \Psi)$ and $\Phi(x)=y$ when $y$ of $x=(y, z)$ is big, and $\Psi(x)=z$ when $z$ of $x=(y, z)$ is big. This contradicts (5.58). See Hartman [1964] p. 248-249 for other cases.

Step 4. Use the homeomorphism $H_{0}$ derived above to define

$$
\begin{equation*}
H=\int_{0}^{1} e^{-h A} H_{0} T^{h} d h \tag{5.59}
\end{equation*}
$$

Since $e^{t A}$ and $T^{t}$ satisfy the properties of dynamical systems, and $H_{0}=$ $e^{-A} H_{0} T^{1}$, we obtain

$$
\begin{aligned}
e^{t A} H & =\left(\int_{0}^{1} e^{(t-h) A} H_{0} T^{h-t} d h\right) T^{t}=\left(\int_{-t}^{1-t} e^{-\tau A} H_{0} T^{\tau} d \tau\right) T^{t} \\
& =\left(\int_{-t}^{0} e^{-\tau A} H_{0} T^{\tau} d \tau+\int_{0}^{1-t} e^{-\tau A} H_{0} T^{\tau} d \tau\right) T^{t}
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\int_{-t}^{0} e^{-\tau A}\left[e^{-A} H_{0} T^{1}\right] T^{\tau} d \tau+\int_{0}^{1-t} e^{-\tau A} H_{0} T^{\tau} d \tau\right) T^{t} \\
& =\left(\int_{-t}^{0} e^{-(\tau+1) A} H_{0} T^{\tau+1} d \tau+\int_{0}^{1-t} e^{-\tau A} H_{0} T^{\tau} d \tau\right) T^{t} \\
& =\left(\int_{1-t}^{1} e^{-h A} H_{0} T^{h} d h+\int_{0}^{1-t} e^{-h A} H_{0} T^{h} d h\right) T^{t} \\
& =\left(\int_{0}^{1} e^{-h A} H_{0} T^{h} d h\right) T^{t}=H T^{t}
\end{aligned}
$$

which is (5.34). Since $e^{-h A}, H_{0}$, and $T^{h}$ are all homeomorphisms, $H$ in (5.59) is also a homeomorphism. See Hartman [1964] p. 250-251 for details.

This completes the proof of the Hartman-Grobman theorem.

Next, we use an example to illustrate how the successive approximations in the above proof are used to approximate the homeomorphism in the Hartman-Grobman theorem.

Example 8.5.10 Consider

$$
\left\{\begin{array}{l}
y^{\prime}=-y  \tag{5.60}\\
z^{\prime}=z+y^{2}
\end{array}\right.
$$

which comes from the first two equations of Eq. (5.9) in Example 8.5.1, hence solutions are given by

$$
\left\{\begin{array}{l}
y=y_{0} e^{-t}  \tag{5.61}\\
z=z_{0} e^{t}+\frac{y_{0}^{2}}{3}\left(e^{t}-e^{-2 t}\right)
\end{array}\right.
$$

where $x=(y, z), x(0)=\left(y_{0}, z_{0}\right)$. Thus, at $t=1$, we have

$$
\begin{equation*}
e^{A_{s}}=e^{-1}, \quad e^{A_{u}}=e, \quad Y(x)=0, \quad Z(x)=\frac{e-e^{-2}}{3} y^{2}, \quad x=(y, z) \tag{5.62}
\end{equation*}
$$

Therefore,

$$
e^{A_{u}} \Psi(x)=\Psi\left(e^{A_{s}} y+Y(x), e^{A_{u}} z+Z(x)\right)
$$

becomes

$$
\begin{equation*}
e \Psi(x)=\Psi\left(e^{-1} y, e z+\frac{e-e^{-2}}{3} y^{2}\right) \tag{5.63}
\end{equation*}
$$

and the successive approximations are given by

$$
\left\{\begin{aligned}
\Psi_{(0)}(x) & =z, \quad x=(y, z) \in \Re^{2}, \\
\Psi_{(1)}(x) & =e^{-1} \Psi_{(0)}\left(e^{-1} y, e z+\frac{e-e^{-2}}{3} y^{2}\right)=z+\frac{1-e^{-3}}{3} y^{2}, \\
\Psi_{(2)}(x) & =e^{-1} \Psi_{(1)}\left(e^{-1} y, e z+\frac{e-e^{-2}}{3} y^{2}\right) \\
& =e^{-1}\left(e z+\frac{e-e^{-2}}{3} y^{2}+\frac{1-e^{-3}}{3} e^{-2} y^{2}\right)=z+\frac{1-e^{-3}}{3}\left(1+e^{-3}\right) y^{2}, \\
\Psi_{(3)}(x) & =e^{-1} \Psi_{(2)}\left(e^{-1} y, e z+\frac{e-e^{-2}}{3} y^{2}\right) \\
& =e^{-1}\left(e z+\frac{e-e^{-2}}{3} y^{2}+\frac{1-e^{-3}}{3}\left(1+e^{-3}\right) e^{-2} y^{2}\right) \\
& =z+\frac{1-e^{-3}}{3}\left(1+e^{-3}+e^{-6}\right) y^{2}, \\
& \cdots \\
\Psi_{(j)}(x) & =z+\frac{1-e^{-3}}{3}\left(1+e^{-3}+\left[e^{-3}\right]^{2}+\cdots+\left[e^{-3}\right]^{j-1}\right) y^{2} .
\end{aligned}\right.
$$

Accordingly, we obtain

$$
\lim _{j \rightarrow \infty} \Psi_{(j)}(x)=z+\frac{1-e^{-3}}{3} \frac{1}{1-e^{-3}} y^{2}=z+\frac{y^{2}}{3}=\Psi(x),
$$

uniformly for $x=(y, z) \in \Re^{2}$, and $\Psi(x)$ satisfies (5.63).
Similarly, $\Phi$ can be solved from

$$
\begin{equation*}
e^{A_{s}} \Phi\left(e^{-A_{s}} \bar{y}+\bar{Y}(\bar{x}), e^{-A_{u}} \bar{z}+\bar{Z}(\bar{x})\right)=\Phi(\bar{y}, \bar{z}), \tag{5.64}
\end{equation*}
$$

where from (5.55), (5.57), and (5.62),

$$
\begin{aligned}
\bar{Y}(\bar{x}) & =0, \\
\bar{Z}(\bar{x}) & =-e^{-1} Z(x)=-e^{-1} \frac{e-e^{-2}}{3} y^{2}=-\frac{1-e^{-3}}{3}\left[e^{-A_{s}} \bar{y}+\bar{Y}(\bar{x})\right]^{2} \\
& =-\frac{1-e^{-3}}{3} e^{2} \bar{y}^{2}=-\frac{e^{2}-e^{-1}}{3} \bar{y}^{2} .
\end{aligned}
$$

Thus Eq. (5.64) can be replaced by

$$
\begin{equation*}
e^{-1} \Phi\left(e \bar{y}, \quad e^{-1} \bar{z}-\frac{e^{2}-e^{-1}}{3} \bar{y}^{2}\right)=\Phi(\bar{y}, \bar{z}), \tag{5.65}
\end{equation*}
$$

or

$$
\begin{equation*}
e^{-1} \Phi\left(e y, \quad e^{-1} z-\frac{e^{2}-e^{-1}}{3} y^{2}\right)=\Phi(y, z) . \tag{5.66}
\end{equation*}
$$

With the successive approximations

$$
\left\{\begin{aligned}
& \Phi_{(0)}(x)=y, \quad x=(y, z) \in \Re^{2} \\
& \Phi_{(1)}(x)=e^{-1} \Phi_{(0)}\left(e y, \quad e^{-1} z-\frac{e^{2}-e^{-1}}{3} y^{2}\right)=y \\
& \cdots \cdots
\end{aligned}\right.
$$

we obtain

$$
\Phi(x)=y, \quad x=(y, z) \in \Re^{2}
$$

Therefore, the homeomorphism $H_{0}$ is given by

$$
H_{0}(x)=\left[\begin{array}{c}
\Phi(x) \\
\Psi(x)
\end{array}\right]=\left[\begin{array}{c}
y \\
z+\frac{y^{2}}{3}
\end{array}\right], \quad x=(y, z)
$$

Since now we have, for $x=(y, z) \in \Re^{2}$,

$$
e^{t A} x=\left[\begin{array}{c}
e^{-t} y \\
e^{t} z
\end{array}\right], \quad T^{t}(x)=\left[\begin{array}{c}
y e^{-t} \\
z e^{t}+\frac{y^{2}}{3}\left(e^{t}-e^{-2 t}\right)
\end{array}\right],
$$

the homeomorphism $H$ is given by

$$
\begin{aligned}
H(x) & =\int_{0}^{1} e^{-h A} H_{0} T^{h}(x) d h=\int_{0}^{1} e^{-h A} H_{0}\left[\begin{array}{c}
y e^{-h} \\
z e^{h}+\frac{y^{2}}{3}\left(e^{h}-e^{-2 h}\right)
\end{array}\right] d h \\
& =\int_{0}^{1} e^{-h A}\left[\begin{array}{c}
y e^{-h} \\
z e^{h}+\frac{y^{2}}{3}\left(e^{h}-e^{-2 h}\right)+\frac{1}{3} y^{2} e^{-2 h}
\end{array}\right] d h \\
& =\int_{0}^{1} e^{-h A}\left[\begin{array}{c}
y e^{-h} \\
z e^{h}+\frac{y^{2}}{3} e^{h}
\end{array}\right] d h \\
& =\int_{0}^{1}\left[\begin{array}{c}
e^{h} y e^{-h} \\
e^{-h}\left[z e^{h}+\frac{y^{2}}{3} e^{h}\right]
\end{array}\right] d h=\left[\begin{array}{c}
y \\
z+\frac{y^{2}}{3}
\end{array}\right]
\end{aligned}
$$

and

$$
e^{t A} H(x)=\left[\begin{array}{c}
e^{-t} y \\
e^{t} z+e^{t} \frac{y^{2}}{3}
\end{array}\right]=H T^{t}(x)
$$

To find the subset that gets mapped onto the stable subspace $E^{s}$ of the linearization, we need to find $(y, z)$ such that

$$
H(x)=\left[\begin{array}{c}
y \\
z+\frac{y^{2}}{3}
\end{array}\right] \in E^{s}=\left\{(y, z) \in \Re^{2}: z=0\right\}
$$

thus, the subset is given by

$$
\left\{(y, z) \in \Re^{2}: z=-\frac{1}{3} y^{2}\right\}
$$

which, from Example 8.5.1, is the stable manifold of Eq. (5.60). That is, $H$ maps the stable manifold $M^{s}$ onto $E^{s}$. Similarly, $H$ maps the unstable manifold $M^{u}=\left\{(y, z) \in \Re^{2}: y=0\right\}$ onto $E^{u}=\left\{(y, z) \in \Re^{2}: y=\right.$ $0\}=M^{u}$. Also, to find the curve that gets mapped onto the curve $z=\frac{c}{y}$ of the linearization, we need $H(x)=\left(y, \frac{c}{y}\right)$, or $\left(y, z+\frac{1}{3} y^{2}\right)=\left(y, \frac{c}{y}\right)$, thus $z=\frac{c}{y}-\frac{1}{3} y^{2}$. Finally, note that $H$ preserves the parameterization. See Figure 8.29.


Figure 8.29: The map $H$ and $M^{s}, M^{u}, E^{s}, E^{u}$, of Eq. (5.60)

## Exercises 8.5

1. Prove that $M^{s}$ in Figure 8.24 is a one-dimensional differentiable manifold.
2. Prove that the subset defined in (5.14) is a two-dimensional differentiable manifold that is tangent to the $\left(x_{1}, x_{2}\right)$ plane at the origin.
3. In Example 8.5.5, prove that $y(x)=\left(y_{0} e^{-1 / x_{0}}\right) e^{1 / x} \rightarrow 0$ as $x \rightarrow 0^{-}$and then prove that $\frac{d y}{d x}(0)=0$ for $y(x)$ (together with the positive $x$-axis at the origin). Then prove that such a graph forms a one-dimensional differentiable center manifold of Eq. (5.15) at the origin.
4. Prove (5.17).
5. Verify in the proof of Theorem 8.5.6 that a solution of Eq. (5.20) is also a solution of Eq. (5.2).
6. Verify that a change of $t \rightarrow-t$ will change Eq. (5.2) to Eq. (5.27), and then complete the proof of Theorem 8.5 .6 by deriving an unstable manifold.
7. Verify (5.26) in the proof of Theorem 8.5.6.
8. Prove that $x_{i}=\psi_{i}\left(x_{1}, x_{2}, \cdots, x_{s}\right), i=s+1, s+2, \cdots, n$, in (5.26) of Theorem 8.5.6 defines an $s$-dimensional differentiable manifold $M^{s}$ for $\left|x^{s}\right| \leq \frac{\delta}{2 K}$ where $x^{s}=\left(x_{1}, x_{2}, \cdots, x_{s}\right)$.
9. Find the approximations $v_{(4)}(t, a)$ and $v_{(5)}(t, a)$ for Example 8.5.7. Next, approximate the unstable manifold near the origin.
10. Find the first four successive approximations $v_{(1)}(t, a), v_{(2)}(t, a)$, $v_{(3)}(t, a)$, and $v_{(4)}(t, a)$ for

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=-x_{1}-x_{2}^{3}  \tag{5.67}\\
x_{2}^{\prime}=x_{2}+x_{1}^{3}
\end{array}\right.
$$

and then approximate the stable manifold near the origin. Next, approximate the unstable manifold near the origin.
11. Find the first three successive approximations $v_{(1)}(t, a), v_{(2)}(t, a)$, and $v_{(3)}(t, a)$ for

$$
\left\{\begin{align*}
x_{1}^{\prime} & =-x_{1}  \tag{5.68}\\
x_{2}^{\prime} & =-x_{2}+x_{1}^{2} \\
x_{3}^{\prime} & =x_{3}
\end{align*}\right.
$$

and then approximate the stable manifold near the origin. Next, approximate the unstable manifold near the origin.
12. Use an induction to show (5.48).
13. Verify (5.57).
14. Verify that the continuous map $H_{0}$ in (5.43) of Theorem 8.5.9 satisfies $H_{0}(0)=0$.
15. Verify (5.58).
16. Prove for each fixed $t$ that $e^{t A}$ and $T^{t}$ (defined in Theorem 8.5.9) are homeomorphisms on $\Re^{n}$.
17. Approximate the homeomorphism $H$ and the stable and unstable manifolds near the origin for
(a) $\left\{\begin{array}{l}y_{1}^{\prime}=-y_{1}, \\ y_{2}^{\prime}=-y_{2}+y_{1}^{3}, \\ z^{\prime}=z+y_{1}^{3} .\end{array}\right.$
(b) $\left\{\begin{array}{l}z_{1}^{\prime}=z_{1}, \\ z_{2}^{\prime}=2 z_{2}+z_{1}^{3} .\end{array}\right.$
(c) $\left\{\begin{array}{l}y^{\prime}=-y, \\ z_{1}^{\prime}=z_{1}+y^{2}, \\ z_{2}^{\prime}=z_{2} .\end{array}\right.$
(d) $\left\{\begin{array}{l}y_{1}^{\prime}=-y_{1}, \\ y_{2}^{\prime}=-3 y_{2}+y_{1}^{2} .\end{array}\right.$

## Chapter 9

## Stability. Part II

### 9.1 Introduction

In Chapter 5, we studied stabilities for autonomous differential equations and linear differential equations with constant or periodic coefficients, and those results are applied in chapters 6,7 , and 8 . In this chapter, we will extend the study of stabilities to general nonautonomous differential equations, which, of course, include autonomous differential equations as special cases.

Thus, we will look at the general differential equation

$$
\begin{equation*}
x^{\prime}(t)=f(t, x(t)), \tag{1.1}
\end{equation*}
$$

in $D=[0, \infty) \times Q$, where $Q \subset \Re^{n}$ is a domain containing the zero vector. Similar to Chapter 5 , when we study stability properties, we are concerned with "long-term" behavior of solutions for "future time," so we will make the following assumption throughout this chapter.
(H). For any $\left(t_{0}, x_{0}\right) \in[0, \infty) \times Q$, Eq.(1.1) has a unique solution $x\left(t, t_{0}, x_{0}\right)$ existing on $\left[t_{0}, \infty\right)$ with $x\left(t_{0}\right)=x_{0}$.

We will still use the definitions regarding stability properties in the sense of Liapunov given in Section 1 of Chapter 5. In particular, if $x(t)=0, t \geq 0$, is a solution of Eq. (1.1), or equivalently when $f(t, 0)=0, t \geq 0$, those definitions give the corresponding definitions concerning stability properties for the zero solution $x=0$. Also recall from Chapter 5 that to consider
stabilities of a solution $\phi(t)$ of Eq. (1.1), we may look at $x(t)=y(t)-\phi(t)$ where $y$ is also a solution of Eq. (1.1), and obtain

$$
\begin{align*}
x^{\prime}(t) & =y^{\prime}(t)-\phi^{\prime}(t)=f(t, y(t))-f(t, \phi(t)) \\
& =f(t, x(t)+\phi(t))-f(t, \phi(t)) \tag{1.2}
\end{align*}
$$

Now we can define

$$
\bar{f}(t, x)=f(t, x+\phi(t))-f(t, \phi(t))
$$

then $\bar{f}(t, 0)=f(t, \phi(t))-f(t, \phi(t))=0$, and $x(t)=y(t)-\phi(t)$ is a solution of

$$
\begin{equation*}
x^{\prime}(t)=\bar{f}(t, x(t)) \tag{1.3}
\end{equation*}
$$

That is, the zero is now a solution of Eq. (1.3) and it corresponds to the solution $\phi(t)$ of Eq. (1.1). Therefore, in most cases, we can simply assume $f(t, 0)=0$ in Eq. (1.1) and study stability properties of the zero solution of Eq. (1.1).

In Chapter 5 we stated without proof that "stability" (or "asymptotic stability") for autonomous or periodic differential equations is equivalent to "uniform stability" (or "uniform asymptotic stability"). Now, we provide a proof.

Theorem 9.1.1 Assume that Eq. (1.1) is autonomous or periodic in $t$, and satisfies a Lipschitz condition (or weak or local Lipschitz) with respect to $x$ on $D$. Assume further that $\phi(t)=0, t \geq 0$, is a solution of Eq. (1.1). If $\phi=0$ is stable, then it is uniformly stable. If $\phi=0$ is asymptotically stable, then it is uniformly asymptotically stable.

Proof. We only prove the statement for the case when Eq. (1.1) is autonomous, that is, $f(t, x)=f(x)$. The proof for the case when Eq. (1.1) is periodic can be found in Yoshizawa [1966].

Assume that $\phi=0$ is stable. Note that $\phi=0$ is defined on $\left[t_{\phi}, \infty\right)=$ $[0, \infty)$, then for $\bar{t}_{0}=0$ and any $\varepsilon>0$, there exists a $\delta=\delta\left(\varepsilon, \bar{t}_{0}\right)=\delta(\varepsilon, 0)>$ 0 , such that $\left|x_{0}\right| \leq \delta(\varepsilon, 0)$ implies $\left|x\left(t, 0, x_{0}\right)\right| \leq \varepsilon$ for $t \geq 0$. Now, for any solution $x\left(t, t_{0}, \bar{x}_{0}\right)$ with $\left|\bar{x}_{0}\right| \leq \delta(\varepsilon, 0)$ and $t_{0} \geq 0$, we define $y(t)=$ $x\left(t+t_{0}, t_{0}, \bar{x}_{0}\right), t \geq 0$. Then, similar to the "shifting" used in Chapter 4 for autonomous differential equations, we have

$$
\begin{equation*}
y^{\prime}(t)=x^{\prime}\left(t+t_{0}, t_{0}, \bar{x}_{0}\right)=f\left(x\left(t+t_{0}, t_{0}, \bar{x}_{0}\right)\right)=f(y(t)), \quad y(0)=\bar{x}_{0} \tag{1.4}
\end{equation*}
$$

That is, we can shift $x\left(t, t_{0}, \bar{x}_{0}\right)$ to become a solution starting at 0 . Thus, by uniqueness, $y(t)=x\left(t, 0, \bar{x}_{0}\right)$, that is, $y=x\left(t+t_{0}, t_{0}, \bar{x}_{0}\right)$ is the unique solution of Eq. (1.1) with the initial data ( $0, \bar{x}_{0}$ ). According to the stability of $\phi=0,\left|\bar{x}_{0}\right| \leq \delta(\varepsilon, 0)$ implies $|y(t)|=\left|x\left(t, 0, \bar{x}_{0}\right)\right| \leq \varepsilon$ for $t \geq 0$. Thus $t_{0} \geq 0$ and $\left|\bar{x}_{0}\right| \leq \delta(\varepsilon, 0)$ imply $\left|x\left(t+t_{0}, t_{0}, \bar{x}_{0}\right)\right| \leq \varepsilon$ for $t \geq 0$. That is, $t_{0} \geq 0$ and $\left|\bar{x}_{0}\right| \leq \delta(\varepsilon, 0)$ imply $\left|x\left(t, t_{0}, \bar{x}_{0}\right)\right| \leq \varepsilon$ for $t \geq t_{0}$, proving the uniform stability of $\phi=0$ because $\delta(\varepsilon, 0)$ is independent of $t_{0}$.

Next, assume that $\phi=0$ is asymptotically stable. Then it is stable, and hence uniformly stable according to what we have just proved. Using the asymptotic stability of $\phi=0$, for $t_{0}=0$, there exists $r(0)>0$ such that $\left|x_{0}\right| \leq r(0)$ implies $\lim _{t \rightarrow \infty}\left|x\left(t, 0, x_{0}\right)\right|=0$. From the above, we see that solutions starting at $t_{0}$ can be shifted to become solutions starting at 0 . Therefore, to prove the uniform asymptotic stability of $\phi=0$, we only need to verify that for any $\varepsilon>0$, there exists a $T=T(\varepsilon)>0$ such that $\left\{\left|x_{0}\right| \leq r(0), t \geq T\right\}$ imply $\left|x\left(t, 0, x_{0}\right)\right| \leq \varepsilon$. Suppose this is not true, then there exists a small $\varepsilon_{0}>0$, and a sequence $x_{k}$ and $t_{k}$ with $\left|x_{k}\right| \leq r(0)$, $t_{k} \rightarrow \infty$ as $k \rightarrow \infty$, such that

$$
\begin{equation*}
\left|x\left(t_{k}, 0, x_{k}\right)\right|>\varepsilon_{0}, \quad k \geq 1 \tag{1.5}
\end{equation*}
$$

From the stability of $\phi=0$, for the above $\varepsilon_{0}>0$, there exists a $\delta=\delta\left(\varepsilon_{0}, 0\right)>0$ such that $\left|x_{0}\right| \leq \delta\left(\varepsilon_{0}, 0\right)$ implies $\left|x\left(t, 0, x_{0}\right)\right| \leq \varepsilon_{0}$ for $t \geq 0$. Now, the sequence $x_{k}$ is bounded, thus it has a convergent subsequence. By using a subindex if necessary, we may denote this subsequence by $x_{k}$ again, so that $x_{k} \rightarrow x^{0}, k \rightarrow \infty$, for some $\left|x^{0}\right| \leq r(0)$. Therefore, $\lim _{t \rightarrow \infty}\left|x\left(t, 0, x^{0}\right)\right|=0$ according to the asymptotic stability of $\phi=0$. For the above $\delta\left(\varepsilon_{0}, 0\right)>0$, there exists a $T_{0}>0$ such that

$$
\left|x\left(T_{0}, 0, x^{0}\right)\right| \leq \frac{\delta\left(\varepsilon_{0}, 0\right)}{2}
$$

Now recall from Chapter 2 that a solution is continuous with respect to initial data on a finite interval, therefore, since $x_{k} \rightarrow x^{0}$ as $k \rightarrow \infty$, there is a $k_{0}>0$ such that $\left|x\left(T_{0}, 0, x_{k}\right)\right| \leq \delta\left(\varepsilon_{0}, 0\right), k \geq k_{0}$.

Next, using the fact that the differential equation is autonomous again, we can start a solution from $x\left(T_{0}, 0, x_{k}\right)$. That is, we define $y(t)=x(t+$ $\left.T_{0}, 0, x_{k}\right), t \geq 0$, then $y$ is a solution and $y(t)=x\left(t, 0, x\left(T_{0}, 0, x_{k}\right)\right)$ by uniqueness. Therefore, as the initial value for $y$ is such that $|y(0)|=$ $\left|x\left(T_{0}, 0, x_{k}\right)\right| \leq \delta\left(\varepsilon_{0}, 0\right), k \geq k_{0}$, it follows from the definition of $\delta\left(\varepsilon_{0}, 0\right)$ that $|y(t)| \leq \varepsilon_{0}$ for $t \geq 0$. This means that $\left|x\left(t+T_{0}, 0, x_{k}\right)\right| \leq \varepsilon_{0}$ for
$k \geq k_{0}, t \geq 0$. Thus we can find $k \geq k_{0}$ and choose $t>0$ with $t+T_{0}=t_{k}$ to derive

$$
\left|x\left(t_{k}, 0, x_{k}\right)\right| \leq \varepsilon_{0}
$$

which contradicts (1.5), and hence completes the proof.

This chapter is organized as follows: In Section 2, we use the results from Chapter 3 to derive stability properties for general linear differential equations, and prove that they are determined by the fundamental matrix solutions. The results here include those derived in Chapter 5 for linear differential equations with constant or periodic coefficients as special cases. Stability properties of general linear differential equations with linear or nonlinear perturbations are also studied using the variation of parameters formula and Gronwall's inequality. In Section 3, we introduce Liapunov's method for general (nonautonomous) differential equations and derive their stability properties, which extends the study of stabilities in Chapter 5 for autonomous differential equations.

## Exercises 9.1

1. Examine the stabilities of the zero solution for the scalar differential equation $x^{\prime}(t)=a(t) x(t)$.
2. Verify in the proof of Theorem 9.1.1 that to prove the uniform asymptotic stability of $\phi=0$, we only need to verify that for any $\varepsilon>0$, there exists a $T=T(\varepsilon)>0$ such that $\left\{\left|x_{0}\right| \leq r(0), t \geq T\right\}$ imply $\left|x\left(t, 0, x_{0}\right)\right| \leq \varepsilon$.

### 9.2 General Linear Differential Equations

Here, we study the linear differential equation

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+f(t), \quad x\left(t_{0}\right)=x_{0}, \quad t \geq t_{0} \geq 0, \quad x \in \Re^{n} \tag{2.1}
\end{equation*}
$$

where $A(t)$ and $f(t)$ are continuous on $\Re^{+}=[0, \infty)$.
Using the results of Chapter 3, we know that the unique solution of Eq. (2.1) is given by the variation of parameters formula

$$
\begin{align*}
x(t) & =U\left(t, t_{0}\right)\left[x_{0}+\int_{t_{0}}^{t} U^{-1}\left(s, t_{0}\right) f(s) d s\right] \\
& =U\left(t, t_{0}\right) x_{0}+\int_{t_{0}}^{t} U(t, s) f(s) d s, \quad t \geq t_{0} \tag{2.2}
\end{align*}
$$

where the matrix $U\left(t, t_{0}\right)$ is the fundamental matrix solution of Eq. (2.1) when $f=0$. The following "evolution system property" is also from Chapter 3: for $t, t_{0}, t_{1} \in \Re^{+}=[0, \infty)$,

$$
\left\{\begin{array}{l}
U\left(t, t_{1}\right) U^{-1}\left(t_{0}, t_{1}\right)=U\left(t, t_{0}\right)  \tag{2.3}\\
U^{-1}\left(t_{0}, t_{1}\right)=U\left(t_{1}, t_{0}\right) \\
U\left(t, t_{1}\right) U\left(t_{1}, t_{0}\right)=U\left(t, t_{0}\right)
\end{array}\right.
$$

We first study the linear homogeneous differential equation

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t) \tag{2.4}
\end{equation*}
$$

where the unique solution is given by

$$
x(t)=U\left(t, t_{0}\right) x_{0}
$$

for the initial data $\left(t_{0}, x_{0}\right)$. Note that now $\phi=0$ is a solution of Eq. (2.4).
The following theorem generalizes the corresponding results for autonomous linear differential equations given in Chapter 5.

Theorem 9.2.1 Assume that $A(t)$ is continuous on $\Re^{+}$and let $U$ be the fundamental matrix solution of Eq. (2.4). The zero solution $\phi=0$ of Eq. (2.4) is
(A). stable if and only if there is an (independent or generic) constant $C>1$ such that

$$
\begin{equation*}
|U(t, 0)| \leq C, \quad 0 \leq t<\infty \tag{2.5}
\end{equation*}
$$

(B). uniformly stable if and only if there is an (independent or generic) constant $C>1$ such that

$$
\begin{equation*}
|U(t, s)| \leq C, \quad 0 \leq s \leq t<\infty \tag{2.6}
\end{equation*}
$$

(C). asymptotically stable if and only if

$$
\begin{equation*}
|U(t, 0)| \rightarrow 0, \quad t \rightarrow \infty \tag{2.7}
\end{equation*}
$$

(D). uniformly asymptotically stable if and only if there are (independent or generic) constants $C>1$ and $\alpha>0$ such that

$$
\begin{equation*}
|U(t, s)| \leq C e^{-\alpha(t-s)}, \quad 0 \leq s \leq t<\infty \tag{2.8}
\end{equation*}
$$

(This case is also called exponentially stable.)

Proof. (A): Suppose that $\phi=0$ is stable. Then for $t_{0}=0$ and $\varepsilon=1$, there exists a $\delta=\delta\left(\varepsilon, t_{0}\right)=\delta(1,0) \in(0,1)$ such that $\left|x_{0}\right| \leq \delta(1,0)$ implies $\left|x\left(t, 0, x_{0}\right)\right|=\left|U(t, 0) x_{0}\right| \leq \varepsilon=1$ for $t \geq 0$. Now take $x_{0}=\delta(1,0) e_{i}$, where $e_{i}, 1,2, \cdots, n$, form the standard unit basis for $\Re^{n}$. Then $\left|x_{0}\right|=\left|\delta e_{i}\right|=\delta$ and hence $\left|U(t, 0) \delta e_{i}\right| \leq 1$ or $\left|U(t, 0) e_{i}\right| \leq \frac{1}{\delta}$. But $U(t, 0) e_{i}$ is the $i$ th column of $U(t, 0)$, therefore

$$
|U(t, 0)| \leq n \frac{1}{\delta} \stackrel{\text { def }}{=} C, \quad t \geq 0
$$

This proves (2.5) because $C>1$ is an independent constant.
Conversely, if (2.5) is true, then for any $t_{0} \geq 0$, we have, from (2.3), $\left|x\left(t, t_{0}, x_{0}\right)\right|=\left|U\left(t, t_{0}\right) x_{0}\right|=\left|U(t, 0) U\left(0, t_{0}\right) x_{0}\right| \leq C\left|U\left(0, t_{0}\right)\right|\left|x_{0}\right|$. Thus for any $t_{0} \geq 0$ and any $\varepsilon>0$, we can choose $\delta\left(\varepsilon, t_{0}\right)=\frac{\varepsilon}{C\left|U\left(0, t_{0}\right)\right|}$, so that $\left|x_{0}\right| \leq \delta\left(\varepsilon, t_{0}\right)$ implies $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq C\left|U\left(0, t_{0}\right)\right| \delta\left(\varepsilon, t_{0}\right)=\varepsilon$, proving the stability of $\phi=0$.
(B): Suppose that $\phi=0$ is uniformly stable. Then for $\varepsilon=1$, there exists a $\delta=\delta(1)>0$, such that $s \geq 0$ and $\left|x_{0}\right| \leq \delta(1)$ imply $\left|x\left(t, s, x_{0}\right)\right|=$ $\left|U(t, s) x_{0}\right| \leq 1$ for $t \geq s \geq 0$. Now, similar to the proof of (A) given above, there is a constant $C>1$ such that $|U(t, s)| \leq C, 0 \leq s \leq t<\infty$.

Next, if (2.6) is true, then $\left|x\left(t, t_{0}, x_{0}\right)\right|=\left|U\left(t, t_{0}\right) x_{0}\right| \leq C\left|x_{0}\right|, 0 \leq t_{0} \leq$ $t<\infty$. Thus for any $\varepsilon>0$, we can choose $\delta=\frac{\varepsilon}{C}$, such that $t_{0} \geq 0$ and $\left|x_{0}\right| \leq \delta$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right|=\left|U\left(t, t_{0}\right) x_{0}\right| \leq C\left|x_{0}\right| \leq C \delta=\varepsilon$. This proves that $\phi=0$ is uniformly stable.
(C): Suppose that $\phi=0$ is asymptotically stable. Then for $t_{0}=0$, there exists an $r(0)>0$ such that $\left|x_{0}\right| \leq r(0)$ implies $\lim _{t \rightarrow \infty}\left|x\left(t, 0, x_{0}\right)\right|=$ $\lim _{t \rightarrow \infty}\left|U(t, 0) x_{0}\right|=0$. Then similar to the proof of $(\mathrm{A})$, we see that every entry in $U(t, 0)$ goes to zero, thus $\lim _{t \rightarrow \infty}|U(t, 0)|=0$.

Now, assume that (2.7) is true. Then $|U(t, 0)|$ is bounded and hence from (A), $\phi=0$ is stable. Next, $\left|x\left(t, t_{0}, x_{0}\right)\right|=\left|U\left(t, t_{0}\right) x_{0}\right|=\left|U(t, 0) U\left(0, t_{0}\right) x_{0}\right| \leq$ $\left|U(t, 0)\left\|U\left(0, t_{0}\right)\right\| x_{0}\right|$. Thus for any $t_{0} \geq 0$, we can choose $r\left(t_{0}\right)=1$ such that $\left|x_{0}\right| \leq r\left(t_{0}\right)$ implies $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq|U(t, 0)|\left|U\left(0, t_{0}\right)\right| \rightarrow 0$ as $t \rightarrow \infty$ (since $\left|U\left(0, t_{0}\right)\right|$ is fixed $)$. This proves the asymptotic stability of $\phi=0$.
(D): Suppose that $\phi=0$ is uniformly asymptotically stable. Then it is uniformly stable and in addition, there exists an independent constant $r>0$ such that for $\varepsilon=\frac{r}{2 n}$, where $n$ is the dimension of $\Re^{n}$, there exists a $T=T(\varepsilon)=T(r)>0$ such that $\left\{t_{0} \geq 0,\left|x_{0}\right| \leq r, t \geq t_{0}+T\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right|=\left|U\left(t, t_{0}\right) x_{0}\right| \leq \varepsilon$. By letting $x_{0}=r e_{i}, i=1,2, \cdots, n$, we see that

$$
\begin{equation*}
\left|U\left(t, t_{0}\right)\right| \leq n \frac{\varepsilon}{r}=\frac{1}{2}, \quad t_{0} \geq 0, \quad t \geq t_{0}+T \tag{2.9}
\end{equation*}
$$

In particular, letting $h=t_{0}, t=t_{0}+T=h+T$, we obtain

$$
\begin{equation*}
|U(h+T, h)| \leq \frac{1}{2}, \quad h \geq 0 \tag{2.10}
\end{equation*}
$$

Using the uniform stability of $\phi=0$ and the result in (B) we have just proved, there is an independent constant $M>1$ such that $|U(t, s)| \leq$ $M, 0 \leq s \leq t<\infty$. For any $t \geq s \geq 0$, there is an integer $k \geq 0$ such that $t=s+k T+d, 0 \leq d<T$. Thus, from (2.3) and (2.10),

$$
\begin{align*}
|U(t, s)| & =|U(t, s+T) U(s+T, s)| \\
& =|U(s+k T+d, s+k T) U(s+k T, s+(k-1) T) \cdots U(s+T, s)| \\
& \leq|U(s+k T+d, s+k T)| \cdots|U(s+T, s)| \\
& \leq M|U(s+k T, s+(k-1) T)| \cdots|U(s+2 T, s+T)||U(s+T, s)| \\
& \leq M|U(s+k T, s+(k-1) T)| \cdots|U(s+2 T, s+T)| \frac{1}{2} \\
& \leq M\left(\frac{1}{2}\right)^{k}, \quad 0 \leq s \leq t<\infty \tag{2.11}
\end{align*}
$$

Now, there is an $\alpha=\alpha(T)=\alpha(r)>0$ such that $\frac{1}{2}=e^{-\alpha T}$. Thus (2.11) becomes, for $0 \leq s \leq t<\infty$,

$$
\begin{align*}
|U(t, s)| & \leq M\left(\frac{1}{2}\right)^{k}=M e^{-\alpha k T}=M e^{-\alpha(t-s-d)} \\
& =M e^{\alpha d} e^{-\alpha(t-s)} \leq M e^{\alpha T} e^{-\alpha(t-s)} \stackrel{\text { def }}{=} C e^{-\alpha(t-s)} \tag{2.12}
\end{align*}
$$

where $\alpha>0$ and $C=M e^{\alpha T}>1$ are independent constants because they are determined by the independent constant $r$.

Conversely, if (2.8) is true, then first, $|U(t, s)|$ is bounded and hence from (B), $\phi=0$ is uniformly stable. Next, $\left|x\left(t, t_{0}, x_{0}\right)\right|=\left|U\left(t, t_{0}\right) x_{0}\right| \leq$ $\left|U\left(t, t_{0}\right)\right|\left|x_{0}\right| \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x_{0}\right|, 0 \leq t_{0} \leq t<\infty$. Thus we may let $r=1 ;$ and for any $0<\varepsilon<C$, solve $T=T(\varepsilon)>0$ from $C e^{-\alpha T}=\varepsilon$. Then $\left\{t_{0} \geq 0,\left|x_{0}\right| \leq r=1, t \geq t_{0}+T\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x_{0}\right| \leq$ $C e^{-\alpha T}=\varepsilon$, proving the uniform asymptotic stability of $\phi=0$.

This completes the proof of the theorem.
Example 9.2.2 Consider the scalar differential equation $x^{\prime}(t)=a(t) x(t)$ with $a(t)$ real and continuous on $\Re^{+}$. Then the fundamental (scalar) solution is given by

$$
U_{1}(t, s)=\exp \left(\int_{s}^{t} a(h) d h\right)
$$

Therefore, the stability properties of the zero solution $\phi=0$ are determined by $\int_{s}^{t} a(h) d h$. If there is a constant $M>0$ such that $\int_{0}^{t} a(h) d h \leq M, 0 \leq$ $t<\infty$, then $\phi=0$ is stable. If $\int_{s}^{t} a(h) d h \leq M, 0 \leq s \leq t<\infty$, then $\phi=0$ is uniformly stable. If $\int_{0}^{t} a(h) d h \rightarrow-\infty$, then $\phi=0$ is asymptotically stable. Finally, if $a(t) \leq-\alpha, t \geq 0$, for some constant $\alpha>0$, then $\phi=0$ is uniformly asymptotically stable. (In an exercise, you are asked to construct an example for which $\phi=0$ is asymptotically stable but not uniformly stable.)

For the linear nonhomogeneous differential equation (2.1) with $f \neq 0$, the zero is not a solution of Eq. (2.1). So now we must look at stabilities of nonzero solutions of Eq. (2.1). These stabilities can be reduced to those of the zero solution of Eq. (2.4), due to the affine structure of Eq. (2.1). Similar to Theorem 5.2.6 in Chapter 5, we have

Theorem 9.2.3 Assume that $A(t)$ and $f(t)$ are continuous on $\Re^{+}$. The zero solution of Eq. (2.4) is stable if and only if every solution of Eq. (2.1) is stable. The same statement is true for uniform stability, asymptotic stability, and uniform asymptotic stability.

Next, we use the variation of parameters formula and Gronwall's inequality to derive stability properties for some perturbed differential equations. These results are similar to those in Chapter 5.

Theorem 9.2.4 Assume that $A(t)$ is continuous on $\Re^{+}$. If the zero solution of Eq. (2.4) is uniformly stable, and if the $n \times n$ continuous matrix function $B(t)$ satisfies $\int_{0}^{\infty}|B(t)| d t<\infty$, then the zero solution of

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+B(t) x(t)=[A(t)+B(t)] x(t) \tag{2.13}
\end{equation*}
$$

is also uniformly stable.
Proof. First, since $A(t)$ and $B(t)$ are continuous, the existence and uniqueness for Eq. (2.13) is guaranteed. Let $x(t)$ be a solution of Eq. (2.13) and treat $B(t) x(t)$ as $f(t)$ in Eq. (2.1), then $x(t)$ is given by the variation of parameters formula

$$
\begin{equation*}
x(t)=U\left(t, t_{0}\right) x\left(t_{0}\right)+\int_{t_{0}}^{t} U(t, s) B(s) x(s) d s, \quad t \geq t_{0} \geq 0 \tag{2.14}
\end{equation*}
$$

where $U$ is the fundamental matrix solution of Eq. (2.4). From Theorem 9.2.1, the uniform stability of the zero solution of Eq. (2.4) implies that there
is an (independent) constant $C>1$ such that $\left|U\left(t, t_{0}\right)\right| \leq C, 0 \leq t_{0} \leq t<\infty$. Therefore, we have

$$
\begin{equation*}
|x(t)| \leq C\left|x\left(t_{0}\right)\right|+\int_{t_{0}}^{t} C|B(s) \| x(s)| d s, \quad t \geq t_{0} \geq 0 \tag{2.15}
\end{equation*}
$$

Now, Gronwall's inequality implies that

$$
\begin{align*}
|x(t)| & \leq C\left|x\left(t_{0}\right)\right| \exp \left(\int_{t_{0}}^{t} C|B(s)| d s\right) \leq\left\{C \exp \left(\int_{0}^{\infty} C|B(s)| d s\right)\right\}\left|x\left(t_{0}\right)\right| \\
& \stackrel{\text { def }}{=} C_{1}\left|x\left(t_{0}\right)\right|, \quad t \geq t_{0} \geq 0 \tag{2.16}
\end{align*}
$$

where $C_{1}$ is an independent constant, from which we can derive the uniform stability of the zero solution for Eq. (2.13). This completes the proof.

Theorem 9.2.4.a Assume that $A(t)$ is continuous on $\Re^{+}$. If the zero solution of Eq. (2.4) is uniformly stable, and if the continuous function $f(t, x)$ satisfies a weak Lipschitz condition in $x$ and $f(t, 0)=0$, which implies $|f(t, x)| \leq k(t)|x|$, where $k(t)$ is from the weak Lipschitz condition. If $\int_{0}^{\infty} k(t) d t<\infty$, then the zero solution of

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+f(t, x(t)) \tag{2.17}
\end{equation*}
$$

is also uniformly stable.

When the zero solution of Eq. (2.4) is uniformly asymptotically stable, the condition on $B(t)$ in Theorem 9.2.4 can be relaxed.

Theorem 9.2.5 Assume that $A(t)$ is continuous on $\Re^{+}$. If the zero solution of Eq. (2.4) is uniformly asymptotically stable, and if the $n \times n$ continuous matrix function $B(t)$ satisfies

$$
\begin{equation*}
\int_{t_{0}}^{t}|B(s)| d s \leq m\left(t-t_{0}\right)+r, \quad t \geq t_{0} \geq 0 \tag{2.18}
\end{equation*}
$$

for some positive constants $m$ and $r$, then there is an $m_{0}>0$ such that if $m \leq m_{0}$, then the zero solution of Eq. (2.13) is also uniformly asymptotically stable.

Proof. Similar to the beginning part in the proof of Theorem 9.2.4, any solution of Eq. (2.13) is given by

$$
\begin{equation*}
x(t)=U\left(t, t_{0}\right) x\left(t_{0}\right)+\int_{t_{0}}^{t} U(t, s) B(s) x(s) d s, \quad t \geq t_{0} \geq 0 \tag{2.19}
\end{equation*}
$$

From Theorem 9.2.1, the uniform asymptotic stability of the zero solution of Eq. (2.4) implies that there are (independent) constants $C>1$ and $\alpha>0$ such that $\left|U\left(t, t_{0}\right)\right| \leq C e^{-\alpha\left(t-t_{0}\right)}$. Therefore, we have

$$
\begin{equation*}
|x(t)| \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x\left(t_{0}\right)\right|+\int_{t_{0}}^{t} C e^{-\alpha(t-s)}|B(s)||x(s)| d s, \quad t \geq t_{0} \geq 0 \tag{2.20}
\end{equation*}
$$

or

$$
\begin{equation*}
|x(t)| e^{\alpha t} \leq C e^{\alpha t_{0}}\left|x\left(t_{0}\right)\right|+\int_{t_{0}}^{t} C e^{\alpha s}|B(s) \| x(s)| d s, \quad t \geq t_{0} \geq 0 \tag{2.21}
\end{equation*}
$$

Define $u(t)=|x(t)| e^{\alpha t}$, then $u(t)$ satisfies

$$
\begin{equation*}
u(t) \leq C u\left(t_{0}\right)+\int_{t_{0}}^{t} C|B(s)| u(s) d s, \quad t \geq t_{0} \geq 0 \tag{2.22}
\end{equation*}
$$

hence Gronwall's inequality implies that

$$
\begin{align*}
u(t) & \leq C u\left(t_{0}\right) \exp \left(\int_{t_{0}}^{t} C|B(s)| d s\right) \leq C u\left(t_{0}\right) \exp \left(C\left[m\left(t-t_{0}\right)+r\right]\right) \\
& =C u\left(t_{0}\right) e^{C r} \exp \left[C m\left(t-t_{0}\right)\right] \tag{2.23}
\end{align*}
$$

This means

$$
\begin{equation*}
|x(t)| \leq C e^{C r}\left|x\left(t_{0}\right)\right| \exp \left[-(\alpha-C m)\left(t-t_{0}\right)\right] \tag{2.24}
\end{equation*}
$$

If we let $m_{0}=\frac{\alpha}{2 C}$, then $m \leq m_{0}$ implies that

$$
\begin{equation*}
|x(t)| \leq C e^{C r}\left|x\left(t_{0}\right)\right| \exp \left[-\frac{1}{2} \alpha\left(t-t_{0}\right)\right] \tag{2.25}
\end{equation*}
$$

This guarantees the uniform asymptotic stability of the zero solution for Eq. (2.13), and completes the proof.

Theorem 9.2.5.a Assume that $A(t)$ is continuous on $\Re^{+}$. If the zero solution of Eq. (2.4) is uniformly asymptotically stable, and if the continuous function $f(t, x)$ satisfies a weak Lipschitz condition in $x$ and $f(t, 0)=0$, which implies $|f(t, x)| \leq k(t)|x|$, where $k(t)$ is from the weak Lipschitz condition. If

$$
\begin{equation*}
\int_{t_{0}}^{t}|k(s)| d s \leq m\left(t-t_{0}\right)+r, \quad t \geq t_{0} \geq 0 \tag{2.26}
\end{equation*}
$$

for some positive constants $m$ and $r$, then there is an $m_{0}>0$ such that if $m \leq m_{0}$, then the zero solution of Eq. (2.17) is also uniformly asymptotically stable.

The following is another result concerning uniform asymptotic stability with nonlinear perturbations.

Theorem 9.2.6 Assume that $A(t)$ is continuous on $\Re^{+}$. If the zero solution of Eq. (2.4) is uniformly asymptotically stable, and if the continuous function $f(t, x)$ satisfies a Lipschitz condition (or weak or local Lipschitz) with respect to $x$ on $D$, and

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{|f(t, x)|}{|x|}=0, \quad \text { uniformly for } t \in[0, \infty) \tag{2.27}
\end{equation*}
$$

then the zero solution of

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+f(t, x(t)) \tag{2.28}
\end{equation*}
$$

is also uniformly asymptotically stable.
Proof. Now, the conditions guarantee the existence and uniqueness of solutions, and they also imply that the zero is a solution of Eq. (2.28). Let $U$ be the fundamental matrix solution of Eq. (2.4). By the variation of parameters formula, any solution of Eq. (2.28) is given by

$$
\begin{equation*}
x(t)=U\left(t, t_{0}\right) x\left(t_{0}\right)+\int_{t_{0}}^{t} U(t, s) f(s, x(s)) d s, \quad t \geq t_{0} \geq 0 \tag{2.29}
\end{equation*}
$$

From Theorem 9.2.1, the uniform asymptotic stability of the zero solution of Eq. (2.4) implies that there are (independent) constants $C>1$ and $\alpha>0$ such that $\left|U\left(t, t_{0}\right)\right| \leq C e^{-\alpha\left(t-t_{0}\right)}$. From (2.27), for any $\eta$ with $0<\eta<\frac{\alpha}{C}$, there is a $\Delta=\Delta(\eta)>0$ such that if $|x| \leq \Delta$, then $|f(t, x)| \leq \eta|x|$ uniformly for $t \geq 0$.

We first verify that if $\left|x\left(t_{0}\right)\right| \leq \frac{\Delta}{C}$, then $|x(t)|<\Delta$ for $t \geq t_{0}$. If this is not true, then as $C>1$ and $\left|x\left(t_{0}\right)\right| \leq \frac{\Delta}{C}<\Delta$, there is a $t_{1}>t_{0}$ such that $|x(t)|<\Delta$ for $t \in\left[t_{0}, t_{1}\right)$ and $\left|x\left(t_{1}\right)\right|=\Delta$. Then $|f(t, x(t))| \leq \eta|x(t)|$ for $t \in\left[t_{0}, t_{1}\right]$. Thus, for $t \in\left[t_{0}, t_{1}\right]$, we have, from (2.29),

$$
\begin{align*}
|x(t)| & \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x\left(t_{0}\right)\right|+\int_{t_{0}}^{t} C e^{-\alpha(t-s)}|f(s, x(s))| d s \\
& \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x\left(t_{0}\right)\right|+\int_{t_{0}}^{t} C e^{-\alpha(t-s)} \eta|x(s)| d s \tag{2.30}
\end{align*}
$$

Similar to the final part of the proof of Theorem 9.2.5, we obtain

$$
\begin{equation*}
|x(t)| \leq C\left|x\left(t_{0}\right)\right| \exp \left[-(\alpha-C \eta)\left(t-t_{0}\right)\right], \quad t \in\left[t_{0}, t_{1}\right] \tag{2.31}
\end{equation*}
$$

But then,

$$
\begin{aligned}
\left|x\left(t_{1}\right)\right| & \leq C\left|x\left(t_{0}\right)\right| \exp \left[-(\alpha-C \eta)\left(t_{1}-t_{0}\right)\right] \\
& \leq \Delta \exp \left[-(\alpha-C \eta)\left(t_{1}-t_{0}\right)\right]<\Delta,
\end{aligned}
$$

contradicting $\left|x\left(t_{1}\right)\right|=\Delta$. Thus $\left|x\left(t_{0}\right)\right| \leq \frac{\Delta}{C}$ implies $|x(t)|<\Delta$ for $t \geq t_{0}$. Consequently, if $\left|x\left(t_{0}\right)\right| \leq \frac{\Delta}{C}$, then for $t \geq t_{0}$, one has $|f(t, x(t))| \leq \eta|x(t)|$. Now, similar to (2.30) and (2.31), we have, for $t \geq t_{0} \geq 0$,

$$
\begin{equation*}
|x(t)| \leq C\left|x\left(t_{0}\right)\right| \exp \left[-(\alpha-C \eta)\left(t-t_{0}\right)\right], \text { if }\left|x\left(t_{0}\right)\right| \leq \frac{\Delta}{C} \tag{2.32}
\end{equation*}
$$

Then, similar to the last part of the proof of Theorem 5.3.3 in Chapter 5 , the zero solution of Eq. (2.28) is uniformly asymptotically stable. This completes the proof.

Theorem 9.2.6.a In Theorem 9.2.6, the condition (2.27) can be relaxed to $|f(t, x)| \leq \eta|x|$ with $0<\eta<\frac{\alpha}{C}$, where $\alpha$ and $C$ are from Theorem 9.2.1(D).

## Exercises 9.2

1. Determine the stability properties of the zero solution for $x^{\prime}(t)=$ $A(t) x(t)$.
(a) $\quad A(t)=\left[\begin{array}{ccc}0 & 0 & 3 \\ 0 & 0 & 1 \\ 0 & 0 & -2 t\end{array}\right]$;
(b) $\quad A(t)=\left[\begin{array}{ccc}0 & 1 & 3 \\ 0 & 0 & 1 \\ 0 & 0 & -2 t\end{array}\right]$;
(c) $\quad A(t)=\left[\begin{array}{ccc}1 & 1 & 3 \\ 0 & -7 & 1 \\ 0 & 0 & -2 t\end{array}\right]$.
2. Rewrite $x^{(n)}(t)+a_{1}(t) x^{(n-1)}(t)+\cdots+a_{n-1}(t) x^{\prime}(t)+a_{n}(t) x(t)=0$ as a system and then state and prove a theorem similar to Theorem 9.2.1.
3. Determine the stability properties of the zero solution for
(a) $x^{\prime \prime}+3 x^{\prime}+4 t x=0$.
(b) $x^{\prime \prime}-3 x^{\prime}-4 t x=0$.
(c) $x^{(3)}+3 x^{\prime \prime}+4 t x=0$.
(d) $x^{(4)}+5 x^{\prime \prime}-2 t x=0$.
4. In Example 9.2.2, construct a function $a(t)$ such that $\phi=0$ is asymptotically stable but not uniformly stable. (See Example 10.2.2.)
5. Theorem 9.2.3 can be improved in the following way: If Eq. (2.1) has a stable solution on $[0, \infty)$, then the zero solution of Eq. (2.4) is stable. Prove this claim and extend it to uniform stability, asymptotic stability and uniform asymptotic stability.
6. Assume that the fundamental matrix solution of $x^{\prime}(t)=A(t) x(t)$ satisfies $\left|U\left(t, t_{0}\right)\right| \leq C e^{-\alpha\left(t-t_{0}\right)}$ for some constants $C>1$ and $\alpha>0$. If $B(t)$ is continuous and $|B(t)|<\frac{\alpha}{C}$, then prove that the zero solution of $x^{\prime}(t)=A(t) x(t)+B(t) x(t)$ is uniformly asymptotically stable.
7. Prove Theorem 9.2.4.a.
8. Prove Theorem 9.2.5.a.
9. Prove Theorem 9.2.6.a.

### 9.3 Liapunov's Method for General Equations

In this section, we extend Liapunov's method for autonomous differential equations studied in Chapter 5 to the general differential equation

$$
\begin{equation*}
x^{\prime}(t)=f(t, x(t)) \tag{3.1}
\end{equation*}
$$

and derive its stability properties. We assume that Eq. (3.1) is defined on $D=[0, \infty) \times Q$ where the domain $Q \subset \Re^{n}$ contains the zero vector, and that for any $\left(t_{0}, x_{0}\right) \in D$, Eq. (3.1) has a unique solution $x\left(t, t_{0}, x_{0}\right)$ existing on $\left[t_{0}, \infty\right)$ with $x\left(t_{0}\right)=x_{0}$.

The treatment here is similar to that given in Chapter 5 for autonomous differential equations. However, we will see that since $f(t, x)$ now also depends on the time variable $t$, some new definitions and conditions must be imposed. Additional related results, remarks, and examples can be found in some reference books, including Yoshizawa [1966] and Burton [1985].

Definition 9.3.1 Consider Eq. (3.1). For a continuous function $V: D=$ $[0, \infty) \times Q \rightarrow[0, \infty)$ that is Lipschitz (or weak or local Lipschitz) with respect to $x$ on $D$, define

$$
\begin{equation*}
V_{(3.1)}^{\prime}(t, x) \stackrel{\text { def }}{=} \limsup _{h \rightarrow 0^{+}} \frac{V(t+h, x+h f(t, x))-V(t, x)}{h}, \quad(t, x) \in D \tag{3.2}
\end{equation*}
$$

Next, for a solution $x(t)$ of Eq. (3.1), define

$$
\begin{equation*}
V^{\prime}(t, x(t)) \stackrel{\text { def }}{=} \limsup _{h \rightarrow 0^{+}} \frac{V(t+h, x(t+h))-V(t, x(t))}{h} \tag{3.3}
\end{equation*}
$$

A version of the following result was stated without proof for autonomous differential equations in Chapter 5. Now we state and prove it for general cases.

Lemma 9.3.2 Let $x=x(t)$ be a solution of Eq. (3.1), then

$$
\begin{equation*}
V_{(3.1)}^{\prime}(t, x)=V^{\prime}(t, x(t)) \tag{3.4}
\end{equation*}
$$

Moreover, if $V^{\prime}(t, x(t)) \leq 0$, then

$$
\begin{equation*}
V(b, x(b))-V(a, x(a)) \leq \int_{a}^{b} V^{\prime}(t, x(t)) d t, \quad 0 \leq a \leq b \tag{3.5}
\end{equation*}
$$

Proof. First, as $x=x(t)$ is a solution of Eq. (3.1), we have

$$
\begin{equation*}
x(t+h)=x(t)+h f(t, x(t))+o(h) \tag{3.6}
\end{equation*}
$$

where

$$
\frac{|o(h)|}{h} \rightarrow 0 \text { as } h \rightarrow 0
$$

Next, assume a Lipschitz condition for $V$ with a Lipschitz constant $k>0$, then

$$
\begin{equation*}
-k\left|y_{1}-y_{2}\right| \leq V\left(s, y_{1}\right)-V\left(s, y_{2}\right) \leq k\left|y_{1}-y_{2}\right|, \quad s \geq 0, \quad y_{1}, y_{2} \in Q \tag{3.7}
\end{equation*}
$$

(If we only assume a weak or local Lipschitz condition, then a small domain can be found for the same proof to go through.) Then

$$
\begin{align*}
& V(t+h, x(t+h))-V(t, x(t)) \\
& =V(t+h, x(t)+h f(t, x(t))+o(h))-V(t, x(t)) \\
& \leq V(t+h, x(t)+h f(t, x(t)))+k|o(h)|-V(t, x(t)) \\
& =V(t+h, x+h f(t, x))+k|o(h)|-V(t, x) \tag{3.8}
\end{align*}
$$

therefore,

$$
\begin{align*}
V^{\prime}(t, x(t)) & =\limsup _{h \rightarrow 0^{+}} \frac{V(t+h, x(t+h))-V(t, x(t))}{h} \\
& \leq \limsup _{h \rightarrow 0^{+}} \frac{V(t+h, x+h f(t, x))+k|o(h)|-V(t, x)}{h} \\
& =\limsup _{h \rightarrow 0^{+}}\left[\frac{V(t+h, x+h f(t, x))-V(t, x)}{h}+\frac{k|o(h)|}{h}\right] \\
& =\limsup _{h \rightarrow 0^{+}} \frac{V(t+h, x+h f(t, x))-V(t, x)}{h} \\
& =V_{(3.1)}^{\prime}(t, x) \tag{3.9}
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
& V(t+h, x(t+h))-V(t, x(t)) \\
& =V(t+h, x(t)+h f(t, x(t))+o(h))-V(t, x(t)) \\
& \geq V(t+h, x(t)+h f(t, x(t)))-k|o(h)|-V(t, x(t)) \\
& =V(t+h, x+h f(t, x))-k|o(h)|-V(t, x) \tag{3.10}
\end{align*}
$$

therefore,

$$
\begin{align*}
V^{\prime}(t, x(t)) & =\limsup _{h \rightarrow 0^{+}} \frac{V(t+h, x(t+h))-V(t, x(t))}{h} \\
& \geq \limsup _{h \rightarrow 0^{+}} \frac{V(t+h, x+h f(t, x))-k|o(h)|-V(t, x)}{h} \\
& =\limsup _{h \rightarrow 0^{+}}\left[\frac{V(t+h, x+h f(t, x))-V(t, x)}{h}-\frac{k|o(h)|}{h}\right] \\
& =\limsup _{h \rightarrow 0^{+}} \frac{V(t+h, x+h f(t, x))-V(t, x)}{h} \\
& =V_{(3.1)}^{\prime}(t, x) \tag{3.11}
\end{align*}
$$

The inequality (3.5) is a standard result from advanced calculus. This completes the proof.

Lemma 9.3.2 says that the derivative of $V$ with respect to Eq. (3.1) defined by (3.2) is actually the derivative of $V$ along a solution of Eq. (3.1) defined by (3.3). That is, to find $V_{(3.1)}^{\prime}(t, x)$, we can take a derivative of $V(t, x(t))$ in $t$ by plugging in the differential equation (3.1).

Next we introduce some terminology that will be used in Liapunov's method.

Definition 9.3.3 (Wedge) A strictly increasing continuous function $W$ : $[0, \infty) \rightarrow[0, \infty)$ satisfying $W(0)=0$ is called a wedge .

If we compare the treatment for autonomous differential equations, we find that the notion of "wedge" is not needed for autonomous differential equations. Recall that for $x=\left[x_{1}, x_{2}, \cdots, x_{n}\right]^{T}$ in $\Re^{n},|x|=\sum_{i=1}^{n}\left|x_{i}\right|$ is equivalent to $r(x)=\sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}$.

Definition 9.3.4 Let $Q$ be a domain in $\Re^{n}$ that contains the zero vector. $A$ continuous function $V: D=[0, \infty) \times Q \rightarrow[0, \infty)$ is said to be
(a). Positive definite (or bounded below by a wedge) if there is a wedge $W_{1}$ such that $W_{1}(|x|) \leq V(t, x),(t, x) \in D$; or equivalently, $W_{1}^{\star}(r(x)) \leq$ $V(t, x),(t, x) \in D$, for a wedge $W_{1}^{\star}$.
(b). Decrescent (or bounded above by a wedge) if there is a wedge $W_{2}$ such that $V(t, x) \leq W_{2}(|x|), \quad(t, x) \in D$; or equivalently, $V(t, x) \leq$ $W_{2}^{\star}(r(x)),(t, x) \in D$, for a wedge $W_{2}^{\star}$.

This definition is also different from the one for autonomous differential equations, because now the function $V(t, x)$ is dependent on the variable $t$, thus, "positive definite" and "decrescent" in Definition 9.3.4 are used to reduce the dependence of $V(t, x)$ on the variable $t$.

Definition 9.3.5 (Liapunov function) Let $Q$ be a domain in $\Re^{n}$ that contains the zero vector. A function $V: D=[0, \infty) \times Q \rightarrow[0, \infty)$ is called a Liapunov function if $V(t, 0)=0, t \geq 0, V$ is positive definite and has continuous first partial derivatives.

Example 9.3.6 Based on $V(t)=\frac{1}{2}\left[x_{1}^{2}(t)+x_{2}^{2}(t)\right]$ in the proof of Theorem 4.3.1(a) in Chapter 4, if we define

$$
V(t, x)=\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}\right], \quad t \geq 0, x=\left[x_{1}, x_{2}\right]^{T} \in \Re^{2}
$$

then

$$
\begin{equation*}
V(t, x)=\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}\right]=\frac{1}{2}\left(\sqrt{x_{1}^{2}+x_{2}^{2}}\right)^{2}=\frac{1}{2}[r(x)]^{2} \stackrel{\text { def }}{=} W(r(x)) \tag{3.12}
\end{equation*}
$$

where $W(r)=\frac{1}{2} r^{2}$ is a wedge. Therefore, $V(t, x)$ is positive definite and decrescent. Moreover, in the proof of Theorem 4.3.1(a) in Chapter 4,

$$
\begin{aligned}
& V^{\prime}(t, x(t)) \leq-\left[\frac{-\alpha}{2}\left(x_{1}^{2}(t)+x_{2}^{2}(t)\right)\right]=-\left[\frac{-\alpha}{2}\left(\sqrt{x_{1}^{2}(t)+x_{2}^{2}(t)}\right)^{2}\right] \\
& \stackrel{\text { def }}{=} \\
&-W_{3}(r(x(t)))
\end{aligned}
$$

where $W_{3}(r)=\frac{-\alpha}{2} r^{2}$ is a wedge, since $\alpha<0$. Thus $-V^{\prime}(t, x)$ is also positive definite.

The following theorems utilize Liapunov functions and wedges to derive stability properties for general differential equations. Without loss of generality, we assume in the following proofs that $|x| \leq 1$ implies $x \in Q$, also, the parameters used in the proofs, such as $\varepsilon$ and $\delta$, are assumed to be less than or equal to 1 .

Theorem 9.3.7 Let $Q$ be a domain in $\Re^{n}$ that contains the zero vector. Consider Eq. (3.1) on $[0, \infty) \times Q$ with $f(t, 0)=0$ so that $\phi=0$ is a solution of Eq. (3.1). Assume that $V$ is a Liapunov function. If $V_{(3.1)}^{\prime}(t, x) \leq 0$, then $\phi=0$ is stable.

Proof. Let $t_{0} \geq 0$ and let $x(t)=x\left(t, t_{0}, x_{0}\right)$ be a solution of Eq. (3.1). Now we have $V^{\prime}(t, x(t)) \leq 0, t \geq t_{0}$; and there is a wedge $W_{1}$ such that $W_{1}(|x(t)|) \leq V(t, x(t))$. For any $\varepsilon>0$, we must find a $\delta=\delta\left(\varepsilon, t_{0}\right)>0$ such that $\left\{\left|x_{0}\right| \leq \delta\left(\varepsilon, t_{0}\right), t \geq t_{0}\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq \varepsilon$. As $V(t, x(t))$ is decreasing, one has $W_{1}(|x(t)|) \leq V(t, x(t)) \leq V\left(t_{0}, x_{0}\right), t \geq t_{0}$. Now, if we can control $V\left(t_{0}, x_{0}\right)$ by $W_{1}$ at some value, then $|x(t)|$ can be controlled since $W_{1}$ is strictly increasing. To this end, we observe that $V\left(t_{0}, x\right)$ is continuous in $x$ and $V\left(t_{0}, 0\right)=0$, thus there is a $\delta\left(\varepsilon, t_{0}\right)>0$ such that $|x| \leq \delta\left(\varepsilon, t_{0}\right)$ implies $V\left(t_{0}, x\right) \leq W_{1}(\varepsilon)$. Therefore, if $\left|x_{0}\right| \leq \delta\left(\varepsilon, t_{0}\right)$ and $t \geq t_{0}$, then

$$
\begin{equation*}
W_{1}(|x(t)|) \leq V(t, x(t)) \leq V\left(t_{0}, x_{0}\right) \leq W_{1}(\varepsilon) \tag{3.13}
\end{equation*}
$$

which implies $|x(t)| \leq \varepsilon$ since $W_{1}$ is strictly increasing. This verifies the stability of $\phi=0$ and completes the proof.

In the proof of Theorem 9.3.7, $\delta$ is determined from the continuity of $V\left(t_{0}, x\right)$, thus $\delta$ is dependent on $t_{0}$ and we only get the stability of the zero solution. To obtain the uniform stability of the zero solution, we need an additional condition which can remove the dependence of $\delta$ on $t_{0}$.

Theorem 9.3.8 Let $Q$ be a domain in $\Re^{n}$ that contains the zero vector. Consider Eq. (3.1) on $[0, \infty) \times Q$ with $f(t, 0)=0$ so that $\phi=0$ is a solution of Eq. (3.1). Assume that $V$ is a Liapunov function and is decrescent. If $V_{(3.1)}^{\prime}(t, x) \leq 0$, then $\phi=0$ is uniformly stable.

Proof. In this case, for $x(t)=x\left(t, t_{0}, x_{0}\right)$, there are wedges $W_{1}$ and $W_{2}$ such that $W_{1}(|x(t)|) \leq V(t, x(t)) \leq V\left(t_{0}, x_{0}\right) \leq W_{2}\left(\left|x_{0}\right|\right), t \geq t_{0}$. Now, let's control $W_{2}\left(\left|x_{0}\right|\right)$ by $W_{1}$ at some value so as to control $|x(t)|$. For any $\varepsilon>0$, we choose $\delta=\delta(\varepsilon)>0$ such that $W_{2}(\delta) \leq W_{1}(\varepsilon)$. Then for $\left|x_{0}\right| \leq \delta(\varepsilon)$ and $t \geq t_{0}$,

$$
\begin{equation*}
W_{1}(|x(t)|) \leq V(t, x(t)) \leq V\left(t_{0}, x_{0}\right) \leq W_{2}\left(\left|x_{0}\right|\right) \leq W_{2}(\delta) \leq W_{1}(\varepsilon) \tag{3.14}
\end{equation*}
$$

therefore, $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq \varepsilon$ since $W_{1}$ is strictly increasing, proving the uniform stability of $\phi=0$.

In the above, the condition of $V_{(3.1)}^{\prime}(t, x) \leq 0$ is used to guarantee that $V(t, x(t))$ is not increasing, which means roughly that the solution is not increasing. Therefore, stability and uniform stability are obtained. To derive asymptotic and uniform asymptotic stabilities, we need to "drag" solutions to the zero. Thus we require solutions to be decreasing, or require $V_{(3.1)}^{\prime}(t, x)<0$, see the following.

Theorem 9.3.9 Let $Q$ be a domain in $\Re^{n}$ that contains the zero vector. Consider Eq. (3.1) on $[0, \infty) \times Q$ with $f(t, 0)=0$ so that $\phi=0$ is a solution of $E q$. (3.1). Assume that $V$ is a Liapunov function. If $-V_{(3.1)}^{\prime}(t, x)$ is positive definite, and if $f(t, x)$ is bounded for $x$ bounded, then $\phi=0$ is asymptotically stable.

Proof. From Theorem 9.3.7, $\phi=0$ is stable. Suppose that $\phi=0$ is not asymptotically stable. Then there is a $t_{0}^{\prime} \geq 0$ such that the $r\left(t_{0}^{\prime}\right)>0$ in the definition of asymptotic stability cannot be found. Now, from the stability of the zero solution, for the given $t_{0}^{\prime}$ and $\varepsilon=1$, there exists a $\delta=\delta\left(\varepsilon, t_{0}^{\prime}\right)=$ $\delta\left(t_{0}^{\prime}\right)>0$ such that $\left|x_{0}\right| \leq \delta\left(t_{0}^{\prime}\right)$ implies $|x(t)|=\left|x\left(t, t_{0}^{\prime}, x_{0}\right)\right| \leq \varepsilon=1$ for $t \geq t_{0}^{\prime}$. Since $\delta\left(t_{0}^{\prime}\right)$ cannot be used as the $r\left(t_{0}^{\prime}\right)$ in the definition of asymptotic stability, there is an $x^{*}$ such that $\left|x^{*}\right| \leq \delta\left(t_{0}^{\prime}\right)$ but $\left|x\left(t, t_{0}^{\prime}, x^{*}\right)\right| \nrightarrow 0, t \rightarrow \infty$. Therefore there exists an $\varepsilon_{0}>0$ and $t_{m} \rightarrow \infty$ such that $\left|x\left(t_{m}, t_{0}^{\prime}, x^{*}\right)\right| \geq$ $\varepsilon_{0}$. Now, $\left|x^{*}\right| \leq \delta\left(t_{0}^{\prime}\right)$ implies $|x(t)|=\left|x\left(t, t_{0}^{\prime}, x^{*}\right)\right| \leq 1$ for $t \geq t_{0}^{\prime}$, or $x(t)=x\left(t, t_{0}^{\prime}, x^{*}\right)$ is bounded. From the assumption, $f(t, x)$ is bounded for
$x$ bounded, thus, for $x(t)=x\left(t, t_{0}^{\prime}, x^{*}\right)$,

$$
\begin{equation*}
\left|\frac{d}{d t} x(t)\right|=|f(t, x(t))| \leq \frac{K}{n} \tag{3.15}
\end{equation*}
$$

for some constant $K>0\left(n\right.$ is the dimension of $\left.\Re^{n}\right)$. By taking a subsequence of $t_{m}$ if necessary, we may assume that the intervals

$$
\begin{equation*}
\left[t_{m}-\frac{\varepsilon_{0}}{2 K}, \quad t_{m}+\frac{\varepsilon_{0}}{2 K}\right], \quad m \geq 1 \tag{3.16}
\end{equation*}
$$

are disjoint and $t_{1}-\frac{\varepsilon_{0}}{2 K}>t_{0}^{\prime}$. Now, for $t$ in (3.16), we can examine every component of $x(t)$ and apply the mean value theorem and then use (3.15) to obtain, for $t \in\left[t_{m}-\frac{\varepsilon_{0}}{2 K}, t_{m}+\frac{\varepsilon_{0}}{2 K}\right]$,

$$
\left|x(t)-x\left(t_{m}\right)\right| \leq n \frac{K}{n}\left|t-t_{m}\right| \leq K \frac{\varepsilon_{0}}{2 K}=\frac{\varepsilon_{0}}{2}
$$

Hence, as

$$
\varepsilon_{0} \leq\left|x\left(t_{m}\right)\right| \leq\left|x\left(t_{m}\right)-x(t)\right|+|x(t)| \leq \frac{\varepsilon_{0}}{2}+|x(t)|
$$

we have

$$
|x(t)|=\left|x\left(t, t_{0}^{\prime}, x^{*}\right)\right| \geq \frac{\varepsilon_{0}}{2}
$$

for $t$ in (3.16).
From the assumption, there is a wedge $W_{2}$ such that $V^{\prime}(t, x(t)) \leq$
$-W_{2}(|x(t)|)$. Then $V^{\prime}(t, x(t)) \leq-W_{2}\left(\frac{\varepsilon_{0}}{2}\right)$ on the intervals given in $(3.16)$ and $V^{\prime}(t, x(t)) \leq 0$ elsewhere. Therefore

$$
\begin{aligned}
V\left(t_{m}+\frac{\varepsilon_{0}}{2 K}, x\left(t_{m}+\frac{\varepsilon_{0}}{2 K}\right)\right) & \leq V\left(t_{0}^{\prime}, x^{*}\right)+\int_{t_{0}^{\prime}}^{t_{m}+\frac{\varepsilon_{0}}{2 K}} V^{\prime}(t, x(t)) d t \\
& \leq V\left(t_{0}^{\prime}, x^{*}\right)-W_{2}\left(\frac{\varepsilon_{0}}{2}\right) \frac{\varepsilon_{0}}{K} m \rightarrow-\infty, m \rightarrow \infty
\end{aligned}
$$

which contradicts $V(t, x(t)) \geq 0$. Thus $\phi=0$ is asymptotically stable. This completes the proof.

In the proof of Theorem 9.3.9, the stability of the zero solution is used, or $\delta\left(t_{0}^{\prime}\right)$ is used, thus the uniform asymptotic stability is not expected. Similar to Theorem 9.3.8, an additional condition is needed to remove the dependence of $\delta$ on $t_{0}$.

Theorem 9.3.10 Let $Q$ be a domain in $\Re^{n}$ that contains the zero vector. Consider Eq. (3.1) on $[0, \infty) \times Q$ with $f(t, 0)=0$ so that $\phi=0$ is a solution of Eq. (3.1). Assume that $V$ is a Liapunov function and is decrescent. If $-V_{(3.1)}^{\prime}(t, x)$ is positive definite, then $\phi=0$ is uniformly asymptotically stable.

Proof. From Theorem 9.3.8, $\phi=0$ is uniformly stable. Next, take $r=1$. Then for any $\varepsilon>0$, we need to find $T=T(\varepsilon)>0$ such that $\left\{\left|x_{0}\right| \leq 1, t_{0} \geq\right.$ $\left.0, t \geq t_{0}+T\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq \varepsilon$. Now, there are wedges $W_{1}$ and $W_{2}$ such that for $t \geq s \geq 0$, one has $W_{1}(|x(t)|) \leq V(t, x(t)) \leq V(s, x(s)) \leq$ $W_{2}(|x(s)|)$. Thus to control $W_{2}(|x(s)|)$ by $W_{1}$ at some value so as to control $|x(t)|$, we choose $\gamma=\gamma(\varepsilon)>0$ such that $W_{2}(\gamma) \leq W_{1}(\varepsilon)$. For any solution $x(t)=x\left(t, t_{0}, x_{0}\right)$ with $\left|x_{0}\right| \leq 1$ and $t_{0} \geq 0$, as long as $|x(t)|>\gamma$ for $t \geq t_{0}$, then, as $V^{\prime}(t, x(t)) \leq-W_{3}(|x(t)|)$ for some wedge $W_{3}$, we have

$$
\begin{align*}
0 \leq V(t, x(t)) & \leq V\left(t_{0}, x_{0}\right)-\int_{t_{0}}^{t} W_{3}(|x(s)|) d s \\
& <W_{2}\left(\left|x_{0}\right|\right)-W_{3}(\gamma)\left(t-t_{0}\right) \\
& \leq W_{2}(1)-W_{3}(\gamma)\left(t-t_{0}\right), \tag{3.17}
\end{align*}
$$

which fails when $W_{2}(1)-W_{3}(\gamma)\left(t-t_{0}\right)=0$, or when

$$
\begin{equation*}
t=t_{0}+\frac{W_{2}(1)}{W_{3}(\gamma)} \stackrel{\text { def }}{=} t_{0}+T, \quad\left(T=\frac{W_{2}(1)}{W_{3}(\gamma)}\right) \tag{3.18}
\end{equation*}
$$

where $T=T(\gamma)=T(\varepsilon)$. Therefore, there is a $\bar{t}_{0} \in\left[t_{0}, t_{0}+T\right]$ such that $\left|x\left(\bar{t}_{0}, t_{0}, x_{0}\right)\right| \leq \gamma$. Then for $t \geq \bar{t}_{0}$,

$$
W_{1}(|x(t)|) \leq V(t, x(t)) \leq V\left(\bar{t}_{0}, x\left(\bar{t}_{0}\right)\right) \leq W_{2}\left(\left|x\left(\bar{t}_{0}\right)\right|\right) \leq W_{2}(\gamma) \leq W_{1}(\varepsilon),
$$

hence, $|x(t)| \leq \varepsilon$ for $t \geq \bar{t}_{0}$. Therefore, $\left\{\left|x_{0}\right| \leq 1, t_{0} \geq 0, t \geq t_{0}+T\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq \varepsilon$ since $t_{0}+T \geq \bar{t}_{0}$, thus $\phi=0$ is uniformly asymptotically stable. This completes the proof.

So far, we have seen that the notion of wedge as defined in Definition 9.3.3 has made the above proofs concerning stabilities possible. However, we will see from some examples that in practice, it is not easy to construct these kind of wedges.

Example 9.3.11 Consider the scalar differential equation

$$
u^{\prime \prime}+\left(1-e^{-2 t}\right) h\left(u^{\prime}\right) g(u)=0
$$

where the functions $h$ and $g$ are continuous, $u g(u)>0$ for $u \neq 0$, and $h$ is positive on $\Re$. We note that $u=0$ is a solution and write the equation as a system

$$
\left\{\begin{align*}
x_{1}^{\prime} & =x_{2}  \tag{3.19}\\
x_{2}^{\prime} & =-\left(1-e^{-2 t}\right) h\left(x_{2}\right) g\left(x_{1}\right)
\end{align*}\right.
$$

Now try, for $x=\left(x_{1}, x_{2}\right) \in \Re^{2}$,

$$
\begin{equation*}
V(t, x)=\left(1-e^{-t}\right)^{-1} \int_{0}^{x_{2}} \frac{s}{h(s)} d s+\left(1+e^{-t}\right) \int_{0}^{x_{1}} g(s) d s \tag{3.20}
\end{equation*}
$$

For $t \geq 1$, we have
$\int_{0}^{x_{2}} \frac{s}{h(s)} d s+\int_{0}^{x_{1}} g(s) d s \leq V(t, x) \leq\left(1-e^{-1}\right)^{-1} \int_{0}^{x_{2}} \frac{s}{h(s)} d s+2 \int_{0}^{x_{1}} g(s) d s$.
Therefore, if we define

$$
W_{1}(x)=\int_{0}^{x_{2}} \frac{s}{h(s)} d s+\int_{0}^{x_{1}} g(s) d s
$$

and

$$
W_{2}(x)=\left(1-e^{-1}\right)^{-1} \int_{0}^{x_{2}} \frac{s}{h(s)} d s+2 \int_{0}^{x_{1}} g(s) d s
$$

then, for $t \geq 1$, we have

$$
\begin{equation*}
W_{1}(x) \leq V(t, x) \leq W_{2}(x) \tag{3.21}
\end{equation*}
$$

Moreover, from the assumptions, $W_{i}(0)=0$ and $W_{i}(x)>0$ for $x \neq 0, i=$ 1, 2 .

However, if you look at $W_{i}$ carefully, you will find that $W_{i}, i=1,2$, are defined on $\Re^{2}$, and without further assumptions on the functions $h$ and $g$ it is not easy to construct scalar wedges as defined in Definition 9.3.3 from $W_{i}$. (Try it to see why.)

Thus, we conclude that scalar wedges as defined in Definition 9.3.3 have made theoretical proofs easy but practical examples hard. Therefore, based on Example 9.3.11, we ask if scalar wedges as defined in Definition 9.3.3 can be constructed when we have two functions $W_{i}, i=1,2$, defined on $\Re^{n}$, such that $W_{i}(0)=0, W_{i}(x)>0$ for $x \neq 0$, and (3.21) is satisfied for some function $V(t, x)$ defined on $\Re \times \Re^{n}$.

The following construction from Burton [1985] shows a way to construct a scalar wedge on the left-hand side of (3.21), which is related to "positive definiteness." Assume that $W:\left\{x \in \Re^{n}:|x| \leq 1\right\} \rightarrow[0, \infty), W(0)=$ $0, W(x)>0$ for $x \neq 0$, and $W(x) \leq V(t, x)$ for some function $V(t, x)$. Define

$$
\alpha(r)=\min _{r \leq|x| \leq 1} W(x)
$$

so that $\alpha:[0,1] \rightarrow[0, \infty)$ is nondecreasing. Then define

$$
\omega_{1}(r)=\int_{0}^{r} \alpha(s) d s, \quad r \in[0,1]
$$

so that $\omega_{1}(0)=0$ and $\omega_{1}^{\prime}(r)=\alpha(r)>0, r>0$. Therefore, $\omega_{1}$ is strictly increasing, hence $\omega_{1}$ is a scalar wedge as defined in Definition 9.3.3. Using the mean value theorem for integration, $\omega_{1}(r) \leq r \alpha(r) \leq \alpha(r)$ for $r \leq 1$. Thus, if $|x| \leq 1$, then

$$
V(t, x) \geq W(x) \geq \min _{|x| \leq|p| \leq 1} W(p)=\alpha(|x|) \geq \omega_{1}(|x|)
$$

or $V(t, x)$ is positive definite if we only consider $|x| \leq 1$, which is good enough for stabilities of the zero solution.

Based on this construction, we next extend the idea and come up with the following construction of a scalar wedge on the right-hand side of (3.21), which is related to "decrescentness." Assume that $W: \Re^{n} \rightarrow[0, \infty), W(0)=$ $0, W(x)>0$ for $x \neq 0$, and $V(t, x) \leq W(x)$ for some function $V(t, x)$. Define

$$
\beta(r)=\max _{0 \leq|x| \leq r} W(x), \quad r \geq 0
$$

then $\beta:[0, \infty) \rightarrow[0, \infty)$ is nondecreasing. Next define

$$
\omega_{2}(r)=\beta(r)+r, \quad r \in \Re^{+}
$$

so that $\omega_{2}(0)=0$ and $\omega_{2}$ is strictly increasing on $\Re^{+}$. Therefore, $\omega_{2}$ is a scalar wedge as defined in Definition 9.3.3. Moreover,

$$
V(t, x) \leq W(x) \leq \max _{0 \leq|p| \leq|x|} W(p)=\beta(|x|) \leq \omega_{2}(|x|)
$$

or $V(t, x)$ is decrescent on $[0, \infty) \times \Re^{n}$.
According to the above constructions, we find that if (3.21) is satisfied, then the corresponding scalar wedges as defined in Definition 9.3.3 can be
constructed. Therefore, we can weaken the conditions required in Definition 9.3.3. That is, instead of requiring wedges to be scalar wedges defined on $[0, \infty)$, we can simply ask that wedges are defined on a domain $Q \subset \Re^{n}$ containing the zero vector. This will make things easier to check for the examples where wedges need to be constructed.

Consequently, we can make the following definition.
Definition 9.3.12 ( $\Re^{n}$-Wedge) Let $Q$ be a domain in $\Re^{n}$ containing the zero vector. A continuous function $W: Q \rightarrow[0, \infty)$ satisfying $W(0)=0$ and $W(x)>0$ for $x \neq 0$ is called $a \Re^{n}$-wedge.

The corresponding definitions concerning "positive definiteness" and "decrescentness" can also be revised.

Definition 9.3.13 Let $Q$ be a domain in $\Re^{n}$ containing the zero vector. $A$ continuous function $V: D=[0, \infty) \times Q \rightarrow[0, \infty)$ is said to be
(a). $\Re^{n}$-positive definite (or bounded below by a $\Re^{n}$-wedge) if there is a $\Re^{n}$-wedge $W_{1}$ such that $W_{1}(x) \leq V(t, x),(t, x) \in D$.
(b). $\Re^{n}$-decrescent (or bounded above by a $\Re^{n}$-wedge) if there is a $\Re^{n}$ wedge $W_{2}$ such that $V(t, x) \leq W_{2}(x),(t, x) \in D$.

After these discussions, we restate Theorems 9.3.7-9.3.10 using $\Re^{n}$-wedges, which will be much easier to use in applications.

Theorem 9.3.14 Let $Q$ be a domain in $\Re^{n}$ containing the zero vector. Consider Eq. (3.1) on $[0, \infty) \times Q$ with $f(t, 0)=0$ so that $\phi=0$ is a solution of $E q$. (3.1). Assume that $V$ is a Liapunov function where the wedge is replaced by a $\Re^{n}$-wedge, that is, $W_{1}(x) \leq V(t, x)$ for some $\Re^{n}$-wedge $W_{1}$. If $V_{(3.1)}^{\prime}(t, x) \leq 0$, then $\phi=0$ is stable.

Theorem 9.3.15 Let $Q$ be a domain in $\Re^{n}$ containing the zero vector. Consider Eq. (3.1) on $[0, \infty) \times Q$ with $f(t, 0)=0$ so that $\phi=0$ is a solution of Eq. (3.1). Assume that $V$ is a Liapunov function and is decrescent where the wedges are replaced by $\Re^{n}$-wedges, that is, $W_{1}(x) \leq V(t, x) \leq W_{2}(x)$ for some $\Re^{n}$-wedges $W_{1}$ and $W_{2}$. If $V_{(3.1)}^{\prime}(t, x) \leq 0$, then $\phi=0$ is uniformly stable.

Theorem 9.3.16 Let $Q$ be a domain in $\Re^{n}$ containing the zero vector. Consider Eq. (3.1) on $[0, \infty) \times Q$ with $f(t, 0)=0$ so that $\phi=0$ is a solution
of Eq. (3.1). Assume that $V$ is a Liapunov function where the wedge is replaced by a $\Re^{n}$-wedge. If $-V_{(3.1)}^{\prime}(t, x)$ is $\Re^{n}$-positive definite, and if $f(t, x)$ is bounded for $x$ bounded, then $\phi=0$ is asymptotically stable.

Theorem 9.3.17 Let $Q$ be a domain in $\Re^{n}$ containing the zero vector. Consider $E q$. (3.1) on $[0, \infty) \times Q$ with $f(t, 0)=0$ so that $\phi=0$ is a solution of Eq. (3.1). Assume that $V$ is a Liapunov function and is decrescent where the wedges are replaced by $\Re^{n}$-wedges. If $-V_{(3.1)}^{\prime}(t, x)$ is $\Re^{n}$-positive definite, then $\phi=0$ is uniformly asymptotically stable.

Example 9.3.18 Let's revisit Example 9.3.11,

$$
\begin{equation*}
u^{\prime \prime}+\left(1-e^{-2 t}\right) h\left(u^{\prime}\right) g(u)=0 \tag{3.22}
\end{equation*}
$$

where the functions $h$ and $g$ are continuous, $u g(u)>0$ for $u \neq 0$, and $h$ is positive on $\Re$. From the function $V$ given in (3.20), we know from (3.21) that $V(t, x)$ is $\Re^{n}$-positive definite and $\Re^{n}$-decrescent for $t \geq 1$. Next, from (3.19),

$$
\begin{align*}
\frac{d}{d t} V(t, x)= & -\left(1-e^{-t}\right)^{-2} e^{-t} \int_{0}^{x_{2}} \frac{s}{h(s)} d s-e^{-t} \int_{0}^{x_{1}} g(s) d s \\
& +\left(1+e^{-t}\right) g\left(x_{1}\right) x_{2}-\left(1-e^{-t}\right)^{-1} \frac{x_{2}}{h\left(x_{2}\right)}\left(1-e^{-2 t}\right) h\left(x_{2}\right) g\left(x_{1}\right) \\
= & -\left(1-e^{-t}\right)^{-2} e^{-t} \int_{0}^{x_{2}} \frac{s}{h(s)} d s-e^{-t} \int_{0}^{x_{1}} g(s) d s \leq 0 \tag{3.23}
\end{align*}
$$

Therefore, using Theorem 9.3.15, the solution $\phi=0$ of Eq. (3.22) is uniformly stable.

Compare the corresponding results in Chapter 5. We now see that the Liapunov theory concerning stabilities of autonomous differential equations are special cases of theorems 9.3.15 and 9.3.17.

The above is a brief coverage of the Liapunov theory concerning stability properties for general differential equations. Roughly speaking, it reduces the study of stability properties to the problem of constructing appropriate Liapunov functions. However, constructing appropriate Liapunov functions is difficult. See Chapter 5 for some constructions for autonomous differential equations, and refer to Yoshizawa [1966] and Burton [1985] for treatment of certain nonautonomous differential equations.

Finally, we close this section by introducing some results concerning the converse of stabilities. That is, we now know that the existence of Liapunov functions imply certain stabilities; the converse of stabilities asks
if stabilities imply the existence of certain Liapunov functions. Here, we provide a result for the linear differential equation

$$
\begin{equation*}
x^{\prime}(t)=A x(t) \tag{3.24}
\end{equation*}
$$

where $A$ is an $n \times n$ constant matrix. See Yoshizawa [1966] for related results for general differential equations.

Theorem 9.3.19 Assume that the zero solution of Eq. (3.24) is uniformly asymptotically stable, then there exists a Liapunov function $V: \Re^{n} \rightarrow[0, \infty)$ such that $V$ is decrescent and $-V_{(3.24)}^{\prime}(x)$ is positive definite.

Proof. From Theorem 5.2.1(B) in Chapter 5, there are (independent or generic) constants $C>1$ and $\alpha>0$ such that

$$
\begin{equation*}
\left|e^{t A}\right| \leq C e^{-\alpha t}, \quad 0 \leq t<\infty \tag{3.25}
\end{equation*}
$$

Define an $n \times n$ matrix

$$
B=\int_{0}^{\infty} e^{A^{T} t} e^{A t} d t
$$

(where $T$ means the transpose). Because of (3.25), the matrix $B$ is well defined. Moreover,

$$
\begin{align*}
B^{T} & =\int_{0}^{\infty}\left[e^{A^{T}} t e^{A t}\right]^{T} d t=\int_{0}^{\infty}\left[e^{A t}\right]^{T}\left[e^{A^{T} t}\right]^{T} d t \\
& =\int_{0}^{\infty} e^{A^{T} t} e^{A t} d t=B \tag{3.26}
\end{align*}
$$

thus $B$ is symmetric. Define

$$
V(x)=x^{T} B x, \quad x \in \Re^{n}
$$

then $V: \Re^{n} \rightarrow \Re$, and

$$
\begin{align*}
V(x) & =x^{T} B x=\int_{0}^{\infty} x^{T} e^{A^{T}} t e^{A t} x d t \\
& =\int_{0}^{\infty}\left[e^{A t} x\right]^{T}\left[e^{A t} x\right] d t \geq 0 \tag{3.27}
\end{align*}
$$

and $V(x)>0$ for $x \neq 0$. Thus, $V$ itself is a $\Re^{n}$-wedge, hence $V$ is positive definite and decrescent, therefore $V$ is a Liapunov function. Next, for a
solution $x=x(t)$,

$$
\begin{aligned}
\frac{d}{d t} V(x(t)) & =\left(x^{T}\right)^{\prime} B x+x^{T} B x^{\prime}=x^{T} A^{T} B x+x^{T} B A x \\
& =x^{T}\left[A^{T} B+B A\right] x=x^{T}\left[\int_{0}^{\infty} A^{T} e^{A^{T}} t e^{A t} d t+\int_{0}^{\infty} e^{A^{T} t} e^{A t} A d t\right] x \\
& =x^{T}\left[\int_{0}^{\infty} \frac{d}{d t}\left(e^{A^{T} t} e^{A t}\right) d t\right] x \\
& =x^{T}\left[\left.\left(e^{A^{T} t} e^{A t}\right)\right|_{0} ^{\infty}\right] x=-x^{T} x,
\end{aligned}
$$

therefore, $-V_{(3.24)}^{\prime}(x)$ is positive definite since $x^{T} x$ is a $\Re^{n}$-wedge. This completes the proof.

Note that Theorem 9.3.19 is the converse of Theorem 9.3.17 for linear cases.

## Exercises 9.3

1. Determine if $V:[0, \infty) \times Q \rightarrow[0, \infty)$ is positive definite and/or decrescent on some domain $Q$ containing the zero vector.
(a) $V(t, x)=x^{2}+\cos (t x)$.
(b) $V(t, x)=x^{2}+\cos ^{2}(t x)$.
(c) $V\left(t, x_{1}, x_{2}\right)=x_{1}^{2}+t^{2} x_{2}^{4}$.
(d) $V\left(t, x_{1}, x_{2}\right)=x_{1}^{2}+\left(1+t^{4}\right) x_{2}^{2}$.
(e) $V\left(t, x_{1}, x_{2}\right)=x_{1}^{2}+\frac{2}{1+t^{4}} x_{2}^{2}$.
(f) $V\left(t, x_{1}, x_{2}\right)=t\left[x_{1}^{4}+x_{2}^{2}\right]$.
(g) $V\left(t, x_{1}, x_{2}\right)=x_{1}^{2}+\left(2+\sin ^{4} t\right) x_{2}^{2}$.
(h) $V\left(t, x_{1}, x_{2}\right)=x_{1}^{2}+\left(\sin ^{4} t\right) x_{2}^{2}$.
(i) $V\left(t, x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}+t x_{2}^{2}+t^{2} x_{3}^{4}$.
(j) $V\left(t, x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}+x_{2}^{2}-t x_{3}^{4}$.
(k) $V\left(t, x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{1} x_{2} \sin t x_{3}$.
2. Prove Theorem 9.3.14.
3. Prove Theorem 9.3.15.
4. Prove Theorem 9.3.16.
5. Prove Theorem 9.3.17.
6. Verify in Example 9.3 .11 that $u=0$ is a solution.
7. Let $b$ be a constant and let $a(t), c(t)$ be continuous functions on $\Re^{+}$ such that $a(t) \leq d, c(t) \leq d$ for some negative constant $d$. Use $V\left(t, x_{1}, x_{2}\right)=x_{1}^{2}+x_{2}^{2}$ to prove that the zero solution of

$$
\left\{\begin{array}{l}
x_{1}^{\prime}(t)=a(t) x_{1}(t)-b x_{2}(t), \\
x_{2}^{\prime}(t)=b x_{1}(t)+c(t) x_{2}(t),
\end{array}\right.
$$

is uniformly asymptotically stable.
8. Let $a(t), b, c(t)$ be the same as above and let $f_{i}\left(t, x_{1}, x_{2}\right)$ be such that $\frac{f_{i}\left(t, x_{1}, x_{2}\right)}{\sqrt{x_{1}^{2}+x_{2}^{2}}} \rightarrow 0$ as $x_{1}^{2}+x_{2}^{2} \rightarrow 0$. Use $V\left(t, x_{1}, x_{2}\right)=x_{1}^{2}+x_{2}^{2}$ to prove that the zero solution of

$$
\left\{\begin{array}{l}
x_{1}^{\prime}(t)=a(t) x_{1}(t)-b x_{2}(t)+f_{1}\left(t, x_{1}, x_{2}\right), \\
x_{2}^{\prime}(t)=b x_{1}(t)+c(t) x_{2}(t)+f_{2}\left(t, x_{1}, x_{2}\right),
\end{array}\right.
$$

is uniformly asymptotically stable.
9. Consider the second-order equation $x^{\prime \prime}(t)=f(t, x)$. Assume that on $(t, x) \in[0, \infty) \times \Re, x f_{t}(t, x) \geq 0 ; f(t, x) \leq k(x)<0$ if $x>0$ and $f(t, x) \geq k(x)>0$ if $x<0$ for some continuous function $k(x)$. Write the equation as a system and use $V\left(t, x_{1}, x_{2}\right)=\frac{x_{2}^{2}}{2}-\int_{0}^{x_{1}} f(t, s) d s$ to prove that the zero solution is stable.
10. Discuss the stability properties of the zero solution for $x^{\prime \prime}(t)=a(t) x^{4}$ where $a(t)$ is a continuous function.
11. Discuss the stability properties of the zero solution for $x^{\prime \prime}(t)=a(t) b(x)$ where $a(t)$ and $b(x)$ are continuous functions.
12. Discuss the stability properties of the zero solution for $x^{\prime \prime}+a(t) x^{\prime}+x$ $=0$ where $a(t)$ is a continuous function and $a(t) \geq d$ on $\Re^{+}$for some positive constant $d$.
13. Discuss the stability properties of the zero solution for $x^{\prime \prime}+a(t) x^{\prime}+$ $f(x)=0$ where $a(t)$ is the same as above and $f$ is continuously differentiable with $x f(x)>0$ for $x \neq 0$.
14. In the proof of Theorem 9.3.19, verify that the matrix $B$ is well defined, and $V(x)>0$ for $x \neq 0$.

## Chapter 10

## Bounded Solutions

### 10.1 Introduction

We have studied stability properties in chapters 5 and 9 , where we can determine if a small change in the initial data for a system will cause a small change of the behavior for future time. Another notion that is very closely related to the notion of stability is the notion of "boundedness," which in applications indicates whether the future behavior of a system can be controlled when initial values are being controlled. See Chapter 1 for a brief discussion of boundedness for scalar differential equations.

Now, we study boundedness for general differential equations. We assume that $f(t, x)$ in

$$
\begin{equation*}
x^{\prime}(t)=f(t, x(t)) \tag{1.1}
\end{equation*}
$$

is defined on $D=[0, \infty) \times \Re^{n}$ in order to allow solutions to become large. This is different from the study of the stabilities of the zero solution, where we look at the solutions that are close to the zero, in which case the set $Q$ in $D=[0, \infty) \times Q$ could be a small domain containing the zero vector in $\Re^{n}$. Next, since boundedness is a "long-term" behavior of solutions for "future time," we will assume that for any $\left(t_{0}, x_{0}\right) \in[0, \infty) \times \Re^{n}$, Eq. (1.1) has a unique solution $x\left(t, t_{0}, x_{0}\right)$ existing on $\left[t_{0}, \infty\right)$ with $x\left(t_{0}\right)=x_{0}$.

Now, we make the following definitions.

Definition 10.1.1 Consider Eq. (1.1) on $D=[0, \infty) \times \Re^{n}$.
(a). A solution $x\left(t, t_{0}, x_{0}\right)$ of Eq. (1.1) is said to be bounded if there exists a $B\left(t_{0}, x_{0}\right)>0$ such that $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B\left(t_{0}, x_{0}\right)$ for $t \geq t_{0}$.
(b). The solutions of Eq. (1.1) are said to be equi-bounded if for any $t_{0} \geq 0$ and any $B_{1}>0$, there exists a $B_{2}=B_{2}\left(t_{0}, B_{1}\right)>0$ such that $\left\{\left|x_{0}\right| \leq B_{1}, t \geq t_{0}\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B_{2}$.
(c). The solutions of Eq. (1.1) are said to be uniformly bounded if the $B_{2}$ in the definition of equi-boundedness can be chosen to be independent of $t_{0} \geq 0$. That is, for any $B_{1}>0$, there exists a $B_{2}=B_{2}\left(B_{1}\right)>0$ such that $\left\{\left|x_{0}\right| \leq B_{1}, t_{0} \geq 0, t \geq t_{0}\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B_{2}$.
(d). The solutions of Eq. (1.1) are said to be equi-ultimately bounded if there is an (independent or generic) constant $B>0$ such that for any $t_{0} \geq 0$ and any $B_{1}>0$, there exists a $T=T\left(t_{0}, B_{1}\right)>0$ such that $\left\{\left|x_{0}\right| \leq B_{1}, t \geq t_{0}+T\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B$.
(e). The solutions of Eq. (1.1) are said to be uniformly ultimately bounded if the $T$ in the definition of equi-ultimate boundedness can be chosen to be independent of $t_{0} \geq 0$. That is, there is an (independent or generic) constant $B>0$ such that for any $B_{1}>0$, there exists a $T=T\left(B_{1}\right)>0$ such that $\left\{\left|x_{0}\right| \leq B_{1}, t_{0} \geq 0, t \geq t_{0}+T\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B$.

Definition 10.1.1(a) is concerned with a single solution, while all other cases in Definition 10.1.1 are for a set of solutions. Notice the difference between boundedness and ultimate boundedness. For boundedness, initial values of the solutions are confined in a bounded set, then a bound is selected to control the solutions. For ultimate boundedness, however, a bound is specified first and initial values of the solutions are free, thus in general the specified bound cannot be used to control the solutions. Therefore, ultimate boundedness asks for a sufficiently large $t$ value after which the solutions are controlled by the specified bound. The graphs showing the ideas and differences are given in Figure 10.1.

Recall from Chapter 2 that on a finite interval, a solution is continuous with respect to initial data. Therefore, we have the following result.

Theorem 10.1.2 Assume that $f(t, x)$ is continuous and satisfies a weak Lipschitz condition with respect to $x$ on $D=[0, \infty) \times \Re^{n}$. If the solutions of Eq. (1.1) are equi-ultimately bounded, then they are equi-bounded.


Figure 10.1: Different types of boundedness properties according to Definition 10.1.1

Proof. Let $B>0$ be the bound in the definition of equi-ultimate boundedness, then for any $t_{0} \geq 0$ and any $B_{1}>0$, there is a $T=T\left(t_{0}, B_{1}\right)>0$ such that $\left\{\left|x_{0}\right| \leq B_{1}, t \geq t_{0}+T\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B$. Next, on the interval $\left[t_{0}, t_{0}+T\right]$, an argument similar to the proof of Theorem 2.3.3 in Chapter 2 shows that, for $t \in\left[t_{0}, t_{0}+T\right]$,

$$
\begin{equation*}
\left|x\left(t, t_{0}, x_{0}\right)-x\left(t, t_{0}, y_{0}\right)\right| \leq\left|y_{0}-x_{0}\right| e^{\int_{t_{0}}^{t} k(s) d s} \leq\left|y_{0}-x_{0}\right| e^{\int_{t_{0}}^{t_{0}+T} k(s) d s} \tag{1.2}
\end{equation*}
$$

where $y_{0}$ is any fixed vector in $\Re^{n}$ and $k(\cdot)$ is from the weak Lipschitz condition. This implies, for $t \in\left[t_{0}, t_{0}+T\right]$ and $\left|x_{0}\right| \leq B_{1}$,

$$
\begin{align*}
\left|x\left(t, t_{0}, x_{0}\right)\right| & \leq\left|x\left(t, t_{0}, x_{0}\right)-x\left(t, t_{0}, y_{0}\right)\right|+\left|x\left(t, t_{0}, y_{0}\right)\right| \\
& \leq\left|y_{0}-x_{0}\right| e^{\int_{t_{0}}^{t_{0}+T} k(s) d s}+\left|x\left(t, t_{0}, y_{0}\right)\right| \\
& \leq\left|x\left(t, t_{0}, y_{0}\right)\right|+\left(\left|y_{0}\right|+B_{1}\right) e^{\int_{t_{0}+T}^{t_{0}+} k(s) d s} \tag{1.3}
\end{align*}
$$

As $x\left(t, t_{0}, y_{0}\right)$ is a fixed solution on $\left[t_{0}, t_{0}+T\right]$, the inequality (1.3) implies that for $\left|x_{0}\right| \leq B_{1}$, the solutions $x\left(t, t_{0}, x_{0}\right)$ are bounded on $\left[t_{0}, t_{0}+T\right]$. That is, there is a $B_{2}=B_{2}\left(t_{0}, B_{1}, T\right)=B_{2}\left(t_{0}, B_{1}\right)>0$ such that $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq$ $B_{2}\left(t_{0}, B_{1}\right)$ for $t \in\left[t_{0}, t_{0}+T\right]$ and $\left|x_{0}\right| \leq B_{1}$. Now, we see that $\left\{\left|x_{0}\right| \leq B_{1}, t \geq\right.$ $\left.t_{0}\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq \max \left\{B_{2}, B\right\}$, which verifies the equi-boundedness and completes the proof.

In the above proof, the equi-ultimate boundedness is used to control solutions for large $t$, and the weak Lipschitz condition together with that fixed solution $x\left(t, t_{0}, y_{0}\right)$ are used to control solutions on $\left[t_{0}, t_{0}+T\right]$. To extend this to the uniform boundedness, the argument in the above proof should be independent of $t_{0}$. If the solutions of Eq. (1.1) are uniformly ultimately bounded, then the time $T$ in the above proof can be chosen to be independent of $t_{0}$, and then $\int_{t_{0}}^{t_{0}+T} k(s) d s$ is bounded independently of $t_{0}$ if a (global) Lipschitz condition is assumed. But in general, $\left|x\left(t, t_{0}, y_{0}\right)\right|$ in the above proof may not be bounded independently of $t_{0}$. Therefore, from the proof of Theorem 10.1.2 and the previous remarks, we have the following result.

Theorem 10.1.3 Assume that $f(t, x)$ is continuous and satisfies a Lipschitz condition with respect to $x$ on $D=[0, \infty) \times \Re^{n}$, and that the solutions of Eq. (1.1) are uniformly ultimately bounded. If there is a $y_{0} \in \Re^{n}$ such that for any $T>0, x\left(t, t_{0}, y_{0}\right)$ is bounded on $\left[t_{0}, t_{0}+T\right]$ independently of $t_{0} \geq 0$ (for example, when the zero or some constants are solutions), then the solutions are uniformly bounded.

Theorem 10.1.3 says that uniform ultimate boundedness implies uniform boundedness under certain conditions, including a (global) Lipschitz condition. Later, we will see that when those conditions are not satisfied, we do not have the same conclusion.

This chapter is organized as follows: In Section 2, we derive boundedness results for general linear differential equations by using the results from Chapter 9. It will be seen that stability and boundedness are almost equivalent for linear homogeneous differential equations, and they are determined by the fundamental matrix solutions. For nonlinear differential equations, examples will be given to show that the concepts of stability and boundedness are not equivalent. In Section 3, we look at the case when the coefficient matrix is a constant matrix, and verify that the eigenvalues of the coefficient matrix determine boundedness properties. In Section 4, the case of a periodic coefficient matrix is treated. The Floquet theory from Chapter 3 is used to transform the equation with a periodic coefficient matrix into an equation with a constant coefficient matrix. Therefore, the results from Section 3 can be applied. In Section 5, we use Liapunov's method to study boundedness properties for general nonlinear differential equations.

## Exercises 10.1

1. Prove Theorem 10.1.3.
2. Determine the boundedness properties for the scalar differential equation $x^{\prime}(t)=a(t) x(t)$.

### 10.2 General Linear Differential Equations

Here, we study the linear differential equation

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+f(t), \quad x\left(t_{0}\right)=x_{0}, \quad t \geq t_{0} \geq 0, \quad x \in \Re^{n}, \tag{2.1}
\end{equation*}
$$

where $A(t)$ and $f(t)$ are continuous on $\Re^{+}=[0, \infty)$.
Using the results from Chapter 3, we know that the unique solution of Eq. (2.1) for the initial data $\left(t_{0}, x_{0}\right)$ is given by the variation of parameters formula

$$
\begin{align*}
x(t) & =U\left(t, t_{0}\right)\left[x_{0}+\int_{t_{0}}^{t} U^{-1}\left(s, t_{0}\right) f(s) d s\right] \\
& =U\left(t, t_{0}\right) x_{0}+\int_{t_{0}}^{t} U(t, s) f(s) d s, \quad t \geq t_{0} . \tag{2.2}
\end{align*}
$$

We first study the linear homogeneous differential equation

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t) \tag{2.3}
\end{equation*}
$$

where the unique solution is given by $x(t)=U\left(t, t_{0}\right) x_{0}$ for the initial data $\left(t_{0}, x_{0}\right)$. Based on Theorem 9.2.1 in Chapter 9 , the following result says that for linear homogeneous differential equations, stability properties and boundedness properties are almost equivalent. For nonlinear differential equations, examples will be given to show that the concepts are not equivalent.

Theorem 10.2.1 Assume that $A(t)$ is continuous on $\Re^{+}$. Then for $E q$. (2.3),
(A). the following statements are equivalent:
(1). The solutions are equi-bounded;
(2). $\phi=0$ is stable;
(3). There is an (independent or generic) constant $C>1$ such that

$$
\begin{equation*}
|U(t, 0)| \leq C, \quad 0 \leq t<\infty \tag{2.4}
\end{equation*}
$$

(B). the following statements are equivalent:
(1). The solutions are uniformly bounded;
(2). $\phi=0$ is uniformly stable;
(3). There is an (independent or generic) constant $C>1$ such that

$$
\begin{equation*}
|U(t, s)| \leq C, \quad 0 \leq s \leq t<\infty \tag{2.5}
\end{equation*}
$$

(C). the following statements are equivalent:
(1). The solutions are equi-ultimately bounded;
(2). $\phi=0$ is asymptotically stable;
(3). $|U(t, 0)| \rightarrow 0, \quad t \rightarrow \infty$.
(D). If $\phi=0$ is uniformly asymptotically stable, then the solutions are uniformly ultimately bounded. If, on the other hand, the solutions are uniformly ultimately bounded, then under some additional conditions, such as when $A(t)$ is bounded on $\Re^{+}, \phi=0$ is uniformly asymptotically stable.

Proof. (A): Suppose that $\phi=0$ is stable. Then from Theorem 9.2.1 in Chapter 9, there is an independent constant $C>1$ such that $|U(t, 0)| \leq$ $C, t \geq 0$. Now, the solutions satisfy

$$
\left|x\left(t, t_{0}, x_{0}\right)\right|=\left|U\left(t, t_{0}\right) x_{0}\right|=\left|U(t, 0) U\left(0, t_{0}\right) x_{0}\right| \leq C\left|U\left(0, t_{0}\right)\right|\left|x_{0}\right|
$$

For any $t_{0} \geq 0$ and $B_{1}>0$, we can choose $B_{2}=B_{2}\left(t_{0}, B_{1}\right)=C\left|U\left(0, t_{0}\right)\right| B_{1}$, such that $\left\{t \geq t_{0},\left|x_{0}\right| \leq B_{1}\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B_{2}$. This proves the equi-boundedness.

Conversely, if the solutions are equi-bounded, then for $t_{0}=0$ and $B_{1}=1$, there exists a $B_{2}=B_{2}\left(t_{0}, B_{1}\right)=B_{2}(0,1)>0$ such that $\left\{\left|x_{0}\right| \leq 1, t \geq 0\right\}$ imply $\left|U(t, 0) x_{0}\right|=\left|x\left(t, 0, x_{0}\right)\right| \leq B_{2}$. Then similar to the proof of Theorem 9.2.1, $|U(t, 0)| \leq C$ for some independent constant $C>1$.
(B): Suppose that $\phi=0$ is uniformly stable. Then from Theorem 9.2.1, $\left|U\left(t, t_{0}\right)\right| \leq C, 0 \leq t_{0} \leq t<\infty$, for some independent constant $C>1$. Now, the solutions satisfy $\left|x\left(t, t_{0}, x_{0}\right)\right|=\left|U\left(t, t_{0}\right) x_{0}\right| \leq C\left|x_{0}\right|$, which implies the uniform boundedness.

Next, if the solutions are uniformly bounded, then for $t_{0} \geq 0$ and $B_{1}=1$, there exists a $B_{2}=B_{2}\left(B_{1}\right)=B_{2}(1)>0$ such that $\left\{\left|x_{0}\right| \leq 1, t \geq t_{0}\right\}$ imply $\left|U\left(t, t_{0}\right) x_{0}\right|=\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B_{2}$. Similar to the proof of Theorem 9.2.1, $\left|U\left(t, t_{0}\right)\right| \leq C$ for some independent constant $C>1$.
(C): Suppose that $\phi=0$ is asymptotically stable. Then from Theorem 9.2.1, $|U(t, 0)| \rightarrow 0, t \rightarrow \infty$. Hence for any $t_{0} \geq 0$ and $B_{1}>0$, we can find $T=T\left(t_{0}, B_{1}\right)>0$ such that $t \geq t_{0}+T$ implies $|U(t, 0)| \leq \frac{1}{\left|U\left(0, t_{0}\right)\right| B_{1}}$. Let $B=1$. Then $\left\{\left|x_{0}\right| \leq B_{1}, t \geq t_{0}+T\right\}$ imply

$$
\begin{aligned}
\left|x\left(t, t_{0}, x_{0}\right)\right| & =\left|U\left(t, t_{0}\right) x_{0}\right|=\left|U(t, 0) U\left(0, t_{0}\right) x_{0}\right| \\
& \leq|U(t, 0)|\left|U\left(0, t_{0}\right)\right| B_{1} \leq 1=B
\end{aligned}
$$

proving the equi-ultimate boundedness.
Conversely, if the solutions are equi-ultimately bounded, then there is a constant $B>0$, such that for $t_{0}=0$ and any $B_{1}>0$, there exists a $T=T\left(0, B_{1}\right)=T\left(B_{1}\right)>0$ such that $\left\{\left|x_{0}\right| \leq B_{1}, t \geq t_{0}+T=T\right\}$ imply $\left|U(t, 0) x_{0}\right|=\left|x\left(t, 0, x_{0}\right)\right| \leq B$. Similar to the proof of Theorem 9.2.1, this implies that for any $B_{1}>0$, there is a $T=T\left(0, B_{1}\right)=T\left(B_{1}\right)>0$ such that $|U(t, 0)| \leq \frac{n B}{B_{1}}$ for $t \geq T,\left(n\right.$ is the dimension of $\left.\Re^{n}\right)$. Now, for any $\varepsilon>0$, choose $B_{1}=\frac{n B}{\varepsilon}$, then there is a $T=T\left(B_{1}\right)=T(\varepsilon)>0$ such that $t \geq T$ implies $|U(t, 0)| \leq \frac{n B}{B_{1}}=\varepsilon$. Thus $|U(t, 0)| \rightarrow 0, t \rightarrow \infty$.
(D): Suppose that $\phi=0$ is uniformly asymptotically stable. Then from Theorem 9.2.1, $\left|x\left(t, t_{0}, x_{0}\right)\right|=\left|U\left(t, t_{0}\right) x_{0}\right| \leq\left|U\left(t, t_{0}\right)\right|\left|x_{0}\right| \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x_{0}\right|$
for some independent constants $C>1, \alpha>0$. Now let $B=1$ and, for any $B_{1}>1$, solve $T=T\left(B_{1}\right)>0$ from $C B_{1} e^{-\alpha T}=1$. Then $\left\{t_{0} \geq 0,\left|x_{0}\right| \leq\right.$ $\left.B_{1}, t \geq t_{0}+T\right\}$ imply

$$
\left|x\left(t, t_{0}, x_{0}\right)\right|=\left|U\left(t, t_{0}\right) x_{0}\right| \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x_{0}\right| \leq C B_{1} e^{-\alpha T}=1=B,
$$

proving the uniform ultimate boundedness.
On the other hand, assume that the solutions are uniformly ultimately bounded and that $A(t)$ is bounded on $\Re^{+}$. Then Eq. (2.3) satisfies a Lipschitz condition and $\phi=0$ is a solution, hence from Theorem 10.1.3, the solutions of Eq. (2.3) are uniformly bounded. Therefore, from part (B) we just proved, $\phi=0$ is uniformly stable. Next, from the uniform ultimate boundedness, there is a constant $B>0$, such that for any $t_{0} \geq 0$ and any $B_{1}>0$, there exists a $T=T\left(B_{1}\right)>0$ such that $\left\{\left|x_{0}\right| \leq B_{1}, t \geq t_{0}+T\right\}$ imply $\left|U\left(t, t_{0}\right) x_{0}\right|=\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B$. Similar to the proof of Theorem 9.2.1, this implies that for any $t_{0} \geq 0$ and $B_{1}=2 n B$ ( $n$ is the dimension of $\Re^{n}$ ), there is a $T=T\left(B_{1}\right)=T(B)>0$ such that

$$
\begin{equation*}
\left|U\left(t, t_{0}\right)\right| \leq \frac{n B}{B_{1}}=\frac{1}{2}, \quad t_{0} \geq 0, \quad t \geq t_{0}+T . \tag{2.6}
\end{equation*}
$$

As $\phi=0$ is uniformly stable, the same proof of part (D) in Theorem 9.2.1 can be used to show that

$$
\begin{equation*}
|U(t, s)| \leq C e^{-\alpha(t-s)}, \quad 0 \leq s \leq t<\infty, \tag{2.7}
\end{equation*}
$$

for some independent constants $\alpha>0, C>1$. Thus $\phi=0$ is uniformly asymptotically stable. This completes the proof.

From Theorem 10.2.1, we find that for Eq. (2.3), most stability and boundedness properties are equivalent. The exception is uniform asymptotic stability and uniform ultimate boundedness, where an additional condition that $A(t)$ being bounded on $\Re^{+}$is used.

Next, we provide an example where $A(t)$ is unbounded on $\Re^{+}$and the result in Theorem 10.2.1(D) is not true; that is, the solutions are uniformly ultimately bounded, but $\phi=0$ is not uniformly stable (hence not uniformly asymptotically stable).

Example 10.2.2 Consider the scalar linear differential equation

$$
x^{\prime}(t)=a(t) x(t),
$$

where $a(t)$ is given in Figure 10.2 and is continuous, and for $i=0,1,2, \cdots$,
(a). $a(i)=0 ; a(t)>0$ for $t \in(2 i, 2 i+1) ; a(t)<0$ for $t \in(2 i+1,2 i+2)$.
(b). $\int_{2 i}^{2 i+1} a(s) d s=i+1 ; \int_{2 i+1}^{2 i+2} a(s) d s=-(2 i+3)$.


Figure 10.2: The function $a(t)$

This example is formulated from an exercise in Burton [1985] where no solution is given. Since several cases should be considered, we provide a detailed analysis here. Now, the solutions are given by

$$
x\left(t, t_{0}, x_{0}\right)=x_{0} \exp \left[\int_{t_{0}}^{t} a(s) d s\right], \quad t \geq t_{0}
$$

To get the uniform ultimate boundedness, we let $B=1$ and need to show that for any $B_{1}>0$, there exists a $T=T\left(B_{1}\right)>0$ such that $\left\{\left|x_{0}\right| \leq\right.$ $\left.B_{1}, t_{0} \geq 0, t \geq t_{0}+T\right\}$ imply

$$
\left|x\left(t, t_{0}, x_{0}\right)\right|=\left|x_{0} \exp \left[\int_{t_{0}}^{t} a(s) d s\right]\right| \leq B_{1} \exp \left[\int_{t_{0}}^{t} a(s) d s\right] \leq 1=B
$$

or equivalently,

$$
\begin{equation*}
\int_{t_{0}}^{t} a(s) d s \leq \ln \frac{1}{B_{1}}, \quad t_{0} \geq 0, t \geq t_{0}+T . \tag{2.8}
\end{equation*}
$$

To this end, observe from the condition (b) that,

$$
\begin{align*}
\int_{2 i}^{2 i+3} a(s) d s & =\int_{2 i}^{2 i+1} a(s) d s+\int_{2 i+1}^{2 i+2} a(s) d s+\int_{2 i+2}^{2 i+3} a(s) d s \\
& =(i+1)-(2 i+3)+(i+1+1)=0, \tag{2.9}
\end{align*}
$$

and

$$
\begin{align*}
\int_{2 k+1}^{2 k+3} a(s) d s & =\int_{2 k+1}^{2 k+2} a(s) d s+\int_{2 k+2}^{2 k+3} a(s) d s \\
& =-(2 k+3)+(k+1+1)=-(k+1) . \tag{2.10}
\end{align*}
$$

Then, from (2.9) and (2.10),

$$
\begin{align*}
\int_{2 i}^{2 i+2 m+1} a(s) d s & =\int_{2 i}^{2 i+3} a(s) d s+\int_{2 i+3}^{2 i+5} a(s) d s+\cdots+\int_{2 i+2 m-1}^{2 i+2 m+1} a(s) d s \\
& =0+\int_{2(i+1)+1}^{2(i+1)+3} a(s) d s+\cdots+\int_{2(i+m-1)+1}^{2(i+m-3} a(s) d s \\
& =-(i+1+1)-(i+2+1)-\cdots-(i+m-1+1) \\
& =-(i+2)-(i+3)-\cdots-(i+m) . \tag{2.11}
\end{align*}
$$

Thus, for any $B_{1}>0$, we choose $N=N\left(B_{1}\right)>3$ such that

$$
-2-3-\cdots-N \leq \ln \frac{1}{B_{1}}
$$

and define $T=T(N)=T\left(B_{1}\right)=2 N+1$. Then for $t_{0} \geq 0$ and $t \geq t_{0}+T$ we have $t_{0} \in[2 i, 2 i+1)$ or $t_{0} \in[2 i+1,2 i+2)$ for some $i=0,1,2, \cdots$, and $t \in[2 s, 2 s+1)$ or $t \in[2 s+1,2 s+2)$ for some $s=0,1,2, \cdots$.

Case 1: $t_{0} \in[2 i+1,2 i+2), t \in[2 s+1,2 s+2)$ for some $i \geq 0$ and $s \geq 0$. Now, from the condition (a),

$$
\begin{equation*}
\int_{t_{0}}^{t} a(s) d s \leq \int_{2 i+2}^{2 s+1} a(s) d s \tag{2.12}
\end{equation*}
$$

Since $t-t_{0} \geq T=2 N+1$, one has $(2 s+2)-(2 i+1) \geq t-t_{0} \geq T=2 N+1$, or $s-i \geq N$. Then from (2.11) and (2.12), we obtain

$$
\begin{align*}
\int_{t_{0}}^{t} a(s) d s & \leq \int_{2 i+2}^{2 s+1} a(s) d s=\int_{2(i+1)}^{2(i+1)+2(s-i-1)+1} a(s) d s \\
& =-(i+1+2)-(i+1+3)-\cdots-(i+1+s-i-1) \\
& \leq-(i+1+2)-(i+1+3)-\cdots-(i+1+N-1) \\
& \leq-2-3-\cdots-N \leq \ln \frac{1}{B_{1}}, \tag{2.13}
\end{align*}
$$

therefore, (2.8) is true.

Case 2: $t_{0} \in[2 i, 2 i+1), t \in[2 s, 2 s+1)$ for some $i \geq 0$ and $s \geq 0$. Now, from the condition (a),

$$
\begin{equation*}
\int_{t_{0}}^{t} a(s) d s \leq \int_{2 i}^{2 s+1} a(s) d s \tag{2.14}
\end{equation*}
$$

Since $t-t_{0} \geq T=2 N+1$, one has $(2 s+1)-(2 i) \geq t-t_{0} \geq T=2 N+1$, or $s-i \geq N$. Then, as $\int_{2 k+1}^{t} a(s) d s \leq 0$ for $t \geq 2 k+1$, we have, from (2.11) and (2.14),

$$
\begin{align*}
\int_{t_{0}}^{t} a(s) d s & \leq \int_{2 i}^{2 s+1} a(s) d s=\int_{2 i}^{2 i+2 N+1} a(s) d s+\int_{2 i+2 N+1}^{2 s+1} a(s) d s \\
& \leq \int_{2 i}^{2 i+2 N+1} a(s) d s=-(i+2)-(i+3)-\cdots-(i+N) \\
& \leq-2-3-\cdots-N \leq \ln \frac{1}{B_{1}} \tag{2.15}
\end{align*}
$$

Case 3: $t_{0} \in[2 i+1,2 i+2), t \in[2 s, 2 s+1)$ for some $i \geq 0$ and $s \geq 0$. Now, from the condition (a),

$$
\begin{equation*}
\int_{t_{0}}^{t} a(s) d s \leq \int_{2 i+2}^{2 s+1} a(s) d s \tag{2.16}
\end{equation*}
$$

Since $t-t_{0} \geq T=2 N+1$, one has $(2 s+1)-(2 i+1) \geq t-t_{0} \geq T=2 N+1$, or $s-i \geq N+\frac{1}{2}$. As $s-i$ is an integer, we must have $s-i \geq N+1$. From (2.11) and (2.16),

$$
\begin{align*}
\int_{t_{0}}^{t} a(s) d s & \leq \int_{2 i+2}^{2 s+1} a(s) d s=\int_{2(i+1)}^{2(i+1)+2(s-i-1)+1} a(s) d s \\
& =-(i+1+2)-(i+1+3)-\cdots-(i+1+s-i-1) \\
& \leq-(i+1+2)-(i+1+3)-\cdots-(i+1+N) \\
& \leq-2-3-\cdots-N \leq \ln \frac{1}{B_{1}} \tag{2.17}
\end{align*}
$$

Case 4: $t_{0} \in[2 i, 2 i+1), t \in[2 s+1,2 s+2)$ for some $i \geq 0$ and $s \geq 0$. This case is similar to Case 3 and is left as an exercise.

From the above, we see that (2.8) is true for all cases, thus we have the uniform ultimate boundedness. To see that $\phi=0$ is not uniformly stable, we only need to note that

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \exp \left[\int_{2 i}^{2 i+1} a(s) d s\right]=\infty \tag{2.18}
\end{equation*}
$$

Remark 10.2.3 According to Theorem 10.2.1(B), the solutions in Example 10.2.2 are not uniformly bounded since the zero solution is not uniformly stable. Therefore, Example 10.2.2 is also an example where the solutions are uniformly ultimately bounded, but not uniformly bounded. Compare this case with Theorem 10.1.3 (which says that if a Lipschitz condition is satisfied and if the zero or some constants are solutions, then uniform ultimate boundedness implies uniform boundedness). We find for Example 10.2.2 that the zero is indeed a solution, but a weak Lipschitz condition, rather than a Lipschitz condition, is satisfied, which is the reason why the solutions are not uniformly bounded. Example 10.2.2 also indicates that in general, the Lipschitz condition in Theorem 10.1.3 cannot be reduced to a weak Lipschitz condition.

Remark 10.2.4 The second conclusion in Theorem 10.2.1(D) reveals the relationship between uniform ultimate boundedness and uniform asymptotic stability for linear homogeneous differential equations. Moreover, from Example 10.2 .2 , uniform ultimate boundedness does not imply uniform asymptotic stability if $A(t)$ is unbounded. Therefore, the condition that $A(t)$ being bounded in Theorem 10.2.1(D) is probably the best condition.

Next, we illustrate that for nonlinear differential equations, boundedness and stability are not equivalent concepts.

Example 10.2.5 Consider the scalar nonlinear differential equation

$$
x^{\prime}=-x+x^{2},
$$

which is given as Example 5.3.5 in Chapter 5, from where we know that $\phi=0$ is uniformly asymptotically stable, but for $x_{0}>1, x\left(t, 0, x_{0}\right) \rightarrow \infty$ as $t \nearrow \ln \left[x_{0} /\left(x_{0}-1\right)\right]$. Therefore the solutions of $x^{\prime}=-x+x^{2}$ are not equi-bounded. See Figure 10.3.

Next, consider the scalar nonlinear differential equation

$$
x^{\prime}=x(1-x)(1+x)
$$

First, $x=-1, x=0, x=1$ are three constant solutions. For $x>1, x^{\prime}=$ $x(1-x)(1+x)<0$, thus the solutions are decreasing when $x(0)>1$. Similar observation can be made for $x \in(0,1), x \in(-1,0)$, and $x<-1$ to come up with the following solutions in Figure 10.4.

Now we find that the solutions are equi-bounded, but $\phi=0$ is not stable.


Figure 10.3: The solutions of Example 10.2.5 are not equi-bounded

Similar to the study of stabilities, the results concerning the boundedness of equations with linear or nonlinear perturbations can also be derived.

Theorem 10.2.6 Assume that $A(t)$ is continuous on $\Re^{+}$. If the solutions of Eq. (2.3) are uniformly bounded, and if the continuous function $f(t)$ satisfies $\int_{0}^{\infty}|f(t)| d t<\infty$, then the solutions of

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+f(t) \tag{2.19}
\end{equation*}
$$

are also uniformly bounded.
Proof. First, since $A(t)$ and $f(t)$ are continuous, existence and uniqueness of the solutions for Eq. (2.19) is guaranteed. Then, for $U$ being the fundamental matrix solution of Eq. (2.3), the solutions of Eq. (2.19) are given by the variation of parameters formula

$$
\begin{equation*}
x(t)=U\left(t, t_{0}\right) x\left(t_{0}\right)+\int_{t_{0}}^{t} U(t, s) f(s) d s, \quad t \geq t_{0} \geq 0 \tag{2.20}
\end{equation*}
$$

From Theorem 10.2.1, uniform boundedness of the solutions of Eq. (2.3) implies that there is an (independent) constant $C>1$ such that $\left|U\left(t, t_{0}\right)\right| \leq$ $C, 0 \leq t_{0} \leq t<\infty$. Therefore, we have

$$
|x(t)| \leq C\left|x\left(t_{0}\right)\right|+\int_{t_{0}}^{t} C|f(s)| d s
$$



Figure 10.4: The solutions of $x^{\prime}=x(1-x)(1+x)$

$$
\begin{equation*}
\leq C\left|x\left(t_{0}\right)\right|+C \int_{0}^{\infty}|f(s)| d s, \quad t \geq t_{0} \geq 0 \tag{2.21}
\end{equation*}
$$

Now, for any $B_{1}>0$, we can choose $B_{2}=C B_{1}+C \int_{0}^{\infty}|f(s)| d s=B_{2}\left(B_{1}\right)$, such that $\left\{\left|x\left(t_{0}\right)\right| \leq B_{1}, t \geq t_{0} \geq 0\right\}$ imply $|x(t)| \leq B_{2}$. Thus the solutions of Eq. (2.19) are uniformly bounded. This completes the proof.

The proofs of the following results are left as exercises.
Theorem 10.2.7 Assume that $A(t)$ is continuous on $\Re^{+}$. If the solutions of $E q$. (2.3) are uniformly bounded, and if the $n \times n$ continuous matrix function $B(t)$ satisfies $\int_{0}^{\infty}|B(t)| d t<\infty$, then the solutions of

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+B(t) x(t)=[A(t)+B(t)] x(t) \tag{2.22}
\end{equation*}
$$

are also uniformly bounded.
Theorem 10.2.7.a Assume that $A(t)$ is continuous on $\Re^{+}$. If the solutions of Eq. (2.3) are uniformly bounded, and if the continuous function $f(t, x)$ satisfies a weak Lipschitz condition in $x$ and $|f(t, x)| \leq b(t)|x|$, where $b(t) \geq 0$ satisfies $\int_{0}^{\infty} b(t) d t<\infty$, then the solutions of

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+f(t, x(t)) \tag{2.23}
\end{equation*}
$$

are also uniformly bounded.

The previous statements concern uniform boundedness. For uniform ultimate boundedness, we have

Theorem 10.2.8 Assume that $A(t)$ is continuous on $\Re^{+}$. If the zero solution of Eq. (2.3) is uniformly asymptotically stable, (or if the solutions of Eq. (2.3) are uniformly ultimately bounded and $A(t)$ is bounded on $\Re^{+}$; see Theorem 10.2.1(D)), and if the $n \times n$ continuous matrix function $B(t)$ satisfies

$$
\begin{equation*}
\int_{t_{0}}^{t}|B(s)| d s \leq m\left(t-t_{0}\right)+r, \quad t \geq t_{0} \geq 0 \tag{2.24}
\end{equation*}
$$

for some positive constants $m$ and $r$, then there is an $m_{0}>0$ such that if $m \leq m_{0}$, then the solutions of Eq. (2.22) are uniformly ultimately bounded.

Theorem 10.2.8.a Assume that $A(t)$ is continuous on $\Re^{+}$. If the zero solution of Eq. (2.3) is uniformly asymptotically stable, (or if the solutions of Eq. (2.3) are uniformly ultimately bounded and $A(t)$ is bounded on $\Re^{+}$; see Theorem 10.2.1(D)), and if the continuous function $f(t, x)$ satisfies a weak Lipschitz condition in $x$ and $|f(t, x)| \leq b(t)|x|$, where $b(t) \geq 0$ satisfies (2.24), that is

$$
\int_{t_{0}}^{t} b(s) d s \leq m\left(t-t_{0}\right)+r, \quad t \geq t_{0} \geq 0
$$

for some positive constants $m$ and $r$, then there is an $m_{0}>0$ such that if $m \leq m_{0}$, then the solutions of Eq. (2.23) are uniformly ultimately bounded.

The following is a result concerning uniform boundedness and uniform ultimate boundedness for nonlinear perturbations.

Theorem 10.2.9 Assume that $A(t)$ is continuous on $\Re^{+}$. If the zero solution of Eq. (2.3) is uniformly asymptotically stable, (or if the solutions of Eq. (2.3) are uniformly ultimately bounded and $A(t)$ is bounded on $\Re^{+}$; see Theorem 10.2.1(D)), and if the continuous function $f(t, x)$ satisfies a weak Lipschitz condition in $x$ and $|f(t, x)| \leq M$ for some constant $M>0$, then the solutions of Eq. (2.23) are uniformly bounded and uniformly ultimately bounded.

Proof. The solutions of Eq. (2.23) are given by

$$
\begin{equation*}
x(t)=U\left(t, t_{0}\right) x\left(t_{0}\right)+\int_{t_{0}}^{t} U(t, s) f(s, x(s)) d s, t \geq t_{0} \geq 0 . \tag{2.25}
\end{equation*}
$$

From Theorem 9.2.1 in Chapter 9, uniform asymptotic stability of the zero solution of Eq. (2.3) implies that there are (independent) constants $C>1$ and $\alpha>0$ such that $\left|U\left(t, t_{0}\right)\right| \leq C e^{-\alpha\left(t-t_{0}\right)}$. Then,

$$
\begin{align*}
|x(t)| & \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x\left(t_{0}\right)\right|+\int_{t_{0}}^{t} C e^{-\alpha(t-s)}|f(s, x(s))| d s \\
& \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x\left(t_{0}\right)\right|+\int_{0}^{t} C e^{-\alpha(t-s)} M d s \\
& \leq C e^{-\alpha\left(t-t_{0}\right)}\left|x\left(t_{0}\right)\right|+\frac{C M}{\alpha}, \quad t \geq t_{0} \geq 0 . \tag{2.26}
\end{align*}
$$

Now, we can let $B=1+\frac{C M}{\alpha}$, such that for any $B_{1}>1$, we choose $T=T\left(B_{1}\right)>0$ from $C e^{-\alpha T} B_{1}=1$. Then $\left\{\left|x\left(t_{0}\right)\right| \leq B_{1}, t_{0} \geq 0, t \geq t_{0}+T\right\}$ imply

$$
|x(t)| \leq C e^{-\alpha T} B_{1}+\frac{C M}{\alpha}=1+\frac{C M}{\alpha}=B .
$$

This verifies uniform ultimate boundedness. The inequality (2.26) also implies uniform boundedness. This completes the proof.

## Exercises 10.2

1. Give the details for Case 4 in Example 10.2.2.
2. In Example 10.2.2, provide some details why $\phi=0$ is not uniformly stable.
3. Derive Figure 10.4.
4. Prove Theorem 10.2.7.
5. Prove Theorem 10.2.7.a.
6. Prove Theorem 10.2.8.
7. Prove Theorem 10.2.8.a.

### 10.3 Linear Equations with Constant Coefficients

In this section, we study the linear differential equation with constant coefficients,

$$
\begin{equation*}
x^{\prime}(t)=A x(t)+f(t), \quad x\left(t_{0}\right)=x_{0}, \quad t \geq t_{0} \geq 0, \quad x \in \Re^{n} \tag{3.1}
\end{equation*}
$$

where $f(t)$ is continuous on $\Re^{+}=[0, \infty)$.
Using the results from Chapter 3, we know that the unique solution of Eq. (3.1) is given by the variation of parameters formula

$$
\begin{align*}
x(t) & =e^{\left(t-t_{0}\right) A}\left[x_{0}+\int_{t_{0}}^{t}\left\{e^{\left(s-t_{0}\right) A}\right\}^{-1} f(s) d s\right] \\
& =e^{\left(t-t_{0}\right) A} x_{0}+\int_{t_{0}}^{t} e^{(t-s) A} f(s) d s, \quad t \geq t_{0} \tag{3.2}
\end{align*}
$$

with the fundamental matrix solution of Eq. (3.1) (when $f=0$ ) given by $U\left(t, t_{0}\right)=e^{\left(t-t_{0}\right) A}$.

First we study the linear homogeneous differential equation

$$
\begin{equation*}
x^{\prime}(t)=A x(t) \tag{3.3}
\end{equation*}
$$

where the unique solution is given by $x(t)=e^{\left(t-t_{0}\right) A} x_{0}$ for the initial data $\left(t_{0}, x_{0}\right)$.

Now, $A$ is a constant matrix and hence is bounded, therefore, based on Theorem 10.2.1(D), we have the following result.

Theorem 10.3.1 For Eq. (3.3), the solutions are uniformly ultimately bounded if and only if $\phi=0$ is uniformly asymptotically stable.

With Theorem 10.3.1, we conclude that boundedness properties and stability properties are equivalent for linear homogeneous and autonomous differential equations. Therefore, we can use the eigenvalues of matrix $A$ to determine the boundedness properties.

Theorem 10.3.2 Let $\lambda$ be a complex number and denote by $R(\lambda)$ the real part of $\lambda$. Then for Eq. (3.3),
(A). the following statements are equivalent:
(1). The solutions are equi-bounded or uniformly bounded;
(2). For each eigenvalue $\lambda$ of the matrix $A$, either $R(\lambda)<0$, or $R(\lambda)=$ 0 but in this case $\lambda$ appears only in matrices $J_{i}$ (in the Jordan canonical form for $A$ ) such that $J_{i}$ is a $1 \times 1$ matrix;
(3). There is an (independent or generic) constant $M>1$ such that

$$
\begin{equation*}
\left|e^{t A}\right| \leq M, \quad 0 \leq t<\infty \tag{3.4}
\end{equation*}
$$

(B). the following statements are equivalent:
(1). The solutions are equi-ultimately bounded or uniformly ultimately bounded;
(2). Each eigenvalue of the matrix $A$ has a negative real part;
(3). There are (independent or generic) constants $M>1$ and $\alpha>0$ such that

$$
\begin{equation*}
\left|e^{t A}\right| \leq M e^{-\alpha t}, \quad 0 \leq t<\infty \tag{3.5}
\end{equation*}
$$

Example 10.3.3 Let's revisit Example 5.2.2 in Chapter 5 and look at the boundedness properties for the equations with the following matrices

$$
A_{1}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right], A_{2}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], A_{3}=\left[\begin{array}{cc}
-1 & 1 \\
0 & -1
\end{array}\right], A_{4}=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right] .
$$

The matrix $A_{1}$ has a repeated eigenvalue 0 , and the corresponding $J_{0}$ in the Jordan canonical form are two $1 \times 1$ matrices, thus the solutions of the linear equation with the coefficient matrix $A_{1}$ are uniformly bounded. The matrix $A_{2}$ has a repeated eigenvalue 0 , and the corresponding $J_{0}$ in the Jordan canonical form is $A_{2}$ itself, a $2 \times 2$ matrix, thus the solutions are not equi-bounded. For the matrix $A_{3}$ or $A_{4}$, the solutions are uniformly bounded and uniformly ultimately bounded because the eigenvalues are all negative.

## Exercises 10.3

1. If every solution of $x^{\prime}(t)=A x(t)$ is bounded and if $f(t)$ is continuous and $\int_{0}^{\infty}|f(t)| d t<\infty$, then show that every solution of $x^{\prime}(t)=A x(t)+$ $f(t)$ is also bounded.
2. If every solution of $x^{\prime}(t)=A x(t)$ is bounded and if $B(t)$ is continuous and $\int_{0}^{\infty}|B(t)| d t<\infty$, then show that every solution of $x^{\prime}(t)=A x(t)+$ $B(t) x(t)$ is also bounded.
3. In $x^{\prime}(t)=A x(t)+f(t)$, if $|f(t)| \leq M e^{a t}, t \geq t_{0}$, for some $M \geq 0$ and $a \in \Re$, then show that for some $M_{1} \geq 0$ and $a_{1} \in \Re$,

$$
|x(t)|,\left|x^{\prime}(t)\right| \leq M_{1} e^{a_{1} t}, \quad t \geq t_{0} .
$$

4. In $x^{(n)}(t)+b_{1} x^{(n-1)}(t)+\cdots+a_{n} x(t)=f(t) \in \Re$, if $|f(t)| \leq M e^{a t}, t \geq$ $t_{0}$, for some $M \geq 0$ and $a \in \Re$, show that for some $M_{1} \geq 0$ and $a_{1} \in \Re$,

$$
\left|x^{(i)}(t)\right| \leq M_{1} e^{a_{1} t}, \quad i=0,1, \cdots, n, \quad t \geq t_{0} .
$$

5. For the linear differential equations with constant coefficients, derive the boundedness results with linear or nonlinear perturbations.

### 10.4 Linear Equations with Periodic Coefficients

In this section, we study the linear differential equation

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+f(t), \quad x\left(t_{0}\right)=x_{0}, \quad t \geq t_{0} \geq 0, \quad x \in \Re^{n} \tag{4.1}
\end{equation*}
$$

where $A(t), f(t)$ are continuous on $\Re^{+}=[0, \infty)$, and $A(t+T)=A(t), t \in$ $\Re^{+}$, for some constant $T>0$.

We first study the linear homogeneous equation

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t) . \tag{4.2}
\end{equation*}
$$

From the Floquet theory in Chapter 3, we know that a constant matrix $C$ and a nonsingular continuous $T$-periodic matrix $P(t)$ exist, such that $x(t)=P(t) y(t)$ transforms Eq. (4.2) into

$$
\begin{equation*}
y^{\prime}(t)=C y(t) . \tag{4.3}
\end{equation*}
$$

Since $P(t)$ is periodic and continuous, $P(t)$ is bounded. Thus the transformation $x(t)=P(t) y(t)$ will reduce the boundedness properties of Eq. (4.2) to those of Eq. (4.3), for which the results from the previous section can be applied. Therefore we have the following results based on Theorem 10.3.2.

Theorem 10.4.1 Let $\lambda$ be a complex number and denote by $R(\lambda)$ the real part of $\lambda$. Then for Eq. (4.2),
(A). the following statements are equivalent:
(1). The solutions are equi-bounded or uniformly bounded;
(2). For each eigenvalue $\lambda$ of the matrix $C$, either $R(\lambda)<0$, or $R(\lambda)=$ 0 but in this case $\lambda$ appears only in matrices $J_{i}$ (in the Jordan canonical form for $C$ ) such that $J_{i}$ is a $1 \times 1$ matrix;
(3). There is an (independent or generic) constant $M>1$ such that

$$
\left|e^{t C}\right| \leq M, \quad 0 \leq t<\infty
$$

(B). the following statements are equivalent:
(1). The solutions are equi-ultimately bounded or uniformly ultimately bounded;
(2). Each eigenvalue of the matrix $C$ has a negative real part;
(3). There are (independent or generic) constants $M>1$ and $\alpha>0$ such that

$$
\begin{equation*}
\left|e^{t C}\right| \leq M e^{-\alpha t}, \quad 0 \leq t<\infty . \tag{4.4}
\end{equation*}
$$

These results can also be stated using characteristic exponents and characteristic multipliers, which are the eigenvalues of the matrices $C$ and $e^{T C}$ respectively. See the related results in Chapter 3.

## Exercises 10.4

1. For the linear differential equations with periodic coefficients, derive the boundedness results with linear or nonlinear perturbations.

### 10.5 Liapunov's Method for General Equations

In this section, we study boundedness of solutions for the nonlinear differential equation

$$
\begin{equation*}
x^{\prime}(t)=f(t, x(t)) \tag{5.1}
\end{equation*}
$$

in $D=[0, \infty) \times \Re^{n}$. We assume that for any $\left(t_{0}, x_{0}\right) \in[0, \infty) \times \Re^{n}$, Eq. (5.1) has a unique solution $x\left(t, t_{0}, x_{0}\right)$ existing on $\left[t_{0}, \infty\right)$ with $x\left(t_{0}\right)=x_{0}$.

Note that to derive boundedness, we only need to control the solutions when they become large, so we will see that in most cases, the conditions on the wedges and on the Liapunov functions are only imposed for $|x| \geq M$,
where $M>0$ may be a big number. Of course, if those conditions are satisfied for all $x \in \Re^{n}$, then they are automatically satisfied for $|x| \geq M$ with any $M>0$. Let

$$
H=\left\{x \in \Re^{n}:|x| \geq M\right\},
$$

where $M>0$ is a constant, and let $W_{i}$ be the scalar wedges as defined in Chapter 9 .

Theorem 10.5.1 Assume there exists a function $V(t, x)$ that is continuous and satisfies a Lipschitz condition in $x$, and, on $[0, \infty) \times H$,
(a). $W_{1}(|x|) \leq V(t, x)$ with $W_{1}(r) \rightarrow \infty$ as $r \rightarrow \infty$, and
(b). $V_{(5.1)}^{\prime}(t, x) \leq 0$.

If there is a constant $P>0$ such that $V(t, x) \leq P$ for $|x|=M$ and $t \geq 0$ ( $M$ is from the definition of the set $H$ ), then every solution of Eq. (5.1) is bounded.

Proof. Let $x(t)=x\left(t, t_{0}, x_{0}\right)$ be any given solution, then we need to prove that $x(t)$ is bounded. Now, $V\left(t_{0}, x_{0}\right)$ is fixed and hence, as $W_{1}(r) \rightarrow \infty, r \rightarrow$ $\infty$, there is an $r>0$ such that $V\left(t_{0}, x_{0}\right) \leq W_{1}(r)$. If $|x(t)| \leq M$ for $t \geq t_{0}$, then $x(t)$ is bounded. If $|x(t)| \geq M$ for $t \geq t_{0}$, then the conditions (a) and (b) are satisfied, so we obtain

$$
\begin{equation*}
W_{1}(|x(t)|) \leq V(t, x(t)) \leq V\left(t_{0}, x_{0}\right) \leq W_{1}(r), \tag{5.2}
\end{equation*}
$$

where $W_{1}$ is monotone, hence $x(t)$ is bounded because $|x(t)| \leq r$ for $t \geq t_{0}$. Finally, if there is an interval $\left[t_{1}, T\right]$ such that $\left|x\left(t_{1}\right)\right|=M$ and $|x(t)| \geq M$ on $\left[t_{1}, T\right]$, then on this interval, the conditions (a) and (b) imply

$$
\begin{equation*}
W_{1}(|x(t)|) \leq V(t, x(t)) \leq V\left(t_{1}, x\left(t_{1}\right)\right) \leq P \tag{5.3}
\end{equation*}
$$

therefore $|x(t)| \leq W_{1}^{-1}(P)$ on $\left[t_{1}, T\right]$. This argument can be repeated on any such interval $\left[t_{1}, T\right]$, therefore, $x(t)$ is also bounded in this case. This completes the proof.

Theorem 10.5 .1 is a result for a single solution. When the set $H$ in Theorem 10.5.1 is replaced by $\Re^{n}$, we have the following result for a set of solutions.

Theorem 10.5.2 Assume there exists a function $V(t, x)$ that is continuous and satisfies a Lipschitz condition in $x$, and, on $[0, \infty) \times \Re^{n}$,
(a). $W_{1}(|x|) \leq V(t, x)$ with $W_{1}(r) \rightarrow \infty$ as $r \rightarrow \infty$, and
(b). $V_{(5.1)}^{\prime}(t, x) \leq 0$.

Then the solutions of Eq. (5.1) are equi-bounded.
Proof. For any $t_{0} \geq 0$ and any $B_{1}>0$, we need to find a $B_{2}=B_{2}\left(t_{0}, B_{1}\right)>$ 0 such that $\left\{\left|x_{0}\right| \leq B_{1}, t \geq t_{0}\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B_{2}$. As $V\left(t_{0}, x\right)$ is continuous in $x$, there is a $K\left(t_{0}, B_{1}\right)>0$ such that $|x| \leq B_{1}$ implies $V\left(t_{0}, x\right) \leq K\left(t_{0}, B_{1}\right)$. Now, we can find $B_{2}=B_{2}\left(t_{0}, B_{1}\right) \geq B_{1}$ such that $K\left(t_{0}, B_{1}\right) \leq W_{1}\left(B_{2}\right)$. Then for $t \geq t_{0}$ and $\left|x_{0}\right| \leq B_{1}$,

$$
\begin{equation*}
W_{1}(|x(t)|) \leq V(t, x(t)) \leq V\left(t_{0}, x_{0}\right) \leq K\left(t_{0}, B_{1}\right) \leq W_{1}\left(B_{2}\right), \tag{5.4}
\end{equation*}
$$

hence $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B_{2}$ for $t \geq t_{0}$ and $\left|x_{0}\right| \leq B_{1}$, this verifies equiboundedness and completes the proof.

Similar to the results in Chapter 9, to get uniform boundedness, an additional condition is needed to reduce the dependence on $t_{0}$.

Theorem 10.5.3 Assume there is a function $V(t, x)$ that is continuous and satisfies a Lipschitz condition in $x$, and, on $[0, \infty) \times H$,
(a). $W_{1}(|x|) \leq V(t, x) \leq W_{2}(|x|)$ with $W_{1}(r) \rightarrow \infty$ as $r \rightarrow \infty$, and
(b). $V_{(5.1)}^{\prime}(t, x) \leq 0$.

Then the solutions of Eq. (5.1) are uniformly bounded.
Proof. For any $B_{1} \geq M$ ( $M$ is from the definition of the set $H$ ), we need to find a $B_{2}=B_{2}\left(B_{1}\right)>0$ such that $\left\{\left|x_{0}\right| \leq B_{1}, t \geq t_{0} \geq 0\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B_{2}$. Now, we can find a $B_{2}=B_{2}\left(B_{1}\right) \geq B_{1}$ such that $W_{2}\left(B_{1}\right) \leq W_{1}\left(B_{2}\right)$. Let $t_{0} \geq 0$ and $\left|x_{0}\right| \leq B_{1}$. If $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B_{1}$ for $t \geq t_{0}$, then $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B_{2}$ for $t \geq t_{0}$. Next, if there is an interval $\left[t_{1}, T\right]$ such that $\left|x\left(t_{1}\right)\right|=B_{1}$ and $|x(t)| \geq B_{1}$ on $\left[t_{1}, T\right]$, then on this interval, $|x(t)| \geq B_{1} \geq M$, thus the conditions (a) and (b) imply
$W_{1}(|x(t)|) \leq V(t, x(t)) \leq V\left(t_{1}, x\left(t_{1}\right)\right) \leq W_{2}\left(\left|x\left(t_{1}\right)\right|\right)=W_{2}\left(B_{1}\right) \leq W_{1}\left(B_{2}\right)$,
hence $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B_{2}$ for $t \in\left[t_{1}, T\right]$. This argument can be repeated on any such interval $\left[t_{1}, T\right]$, therefore, $|x(t)| \leq B_{2}$ for $t \geq t_{0}$ and $\left|x_{0}\right| \leq B_{1}$, this verifies uniform boundedness and completes the proof.

To obtain ultimate boundedness, the condition $V_{(5.1)}^{\prime}(t, x) \leq 0$ will be replaced by some stronger conditions.

Theorem 10.5.4 Assume there exists a function $V(t, x)$ that is continuous and satisfies a Lipschitz condition in $x$, and,
(a). $W_{1}(|x|) \leq V(t, x)$ is satisfied on $[0, \infty) \times H$, with $W_{1}(r) \rightarrow \infty$ as $r \rightarrow \infty$, and
(b). $V_{(5.1)}^{\prime}(t, x) \leq-c V(t, x)$ is satisfied on $[0, \infty) \times \Re^{n}$, where $c>0 a$ constant.

Then the solutions of Eq. (5.1) are equi-ultimately bounded.
Proof. Choose $B=M$ ( $M$ is from the definition of the set $H$ ). We need to show that for any $t_{0} \geq 0$ and any $B_{1}>0$, there exists a $T=T\left(t_{0}, B_{1}\right)>0$ such that $\left\{\left|x_{0}\right| \leq B_{1}, t \geq t_{0}+T\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B$. Now let $t_{0} \geq 0$ and $\left|x_{0}\right| \leq B_{1}$. As $V\left(t_{0}, x\right)$ is continuous in $x$, there is a $K\left(t_{0}, B_{1}\right)>W_{1}(B)>0$ such that $|x| \leq B_{1}$ implies $V\left(t_{0}, x\right) \leq K\left(t_{0}, B_{1}\right)$. From the condition (b), it follows that

$$
V(t, x(t)) \leq V\left(t_{0}, x_{0}\right) e^{-c\left(t-t_{0}\right)} \leq K\left(t_{0}, B_{1}\right) e^{-c\left(t-t_{0}\right)}
$$

Solve $T=T\left(t_{0}, B_{1}\right)>0$ from $K\left(t_{0}, B_{1}\right) e^{-c T}=W_{1}(B)$, that is, let

$$
T=\frac{1}{c} \ln \frac{K\left(t_{0}, B_{1}\right)}{W_{1}(B)}
$$

Now, if $\left|x\left(t^{*}, t_{0}, x_{0}\right)\right|>B$ for some $t^{*} \geq t_{0}+T$, then there is an interval $\left[t_{1}, T_{1}\right]$ with $t_{1}>t_{0}+T$ such that $|x(t)|=\left|x\left(t, t_{0}, x_{0}\right)\right|>B=M$ on $\left[t_{1}, T_{1}\right]$. Then on this interval, the conditions (a) and (b) imply

$$
\begin{align*}
W_{1}(B) & <W_{1}(|x(t)|) \leq V(t, x(t)) \leq V\left(t_{0}, x_{0}\right) e^{-c\left(t-t_{0}\right)} \leq K\left(t_{0}, B_{1}\right) e^{-c\left(t-t_{0}\right)} \\
& <K\left(t_{0}, B_{1}\right) e^{-c T}=W_{1}(B) \tag{5.5}
\end{align*}
$$

which is a contradiction. Therefore, $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B$ for $t \geq t_{0}+T$ and $\left|x_{0}\right| \leq B_{1}$, this verifies equi-ultimate boundedness and completes the proof.

Finally, let's use an additional condition to reduce the dependence on $t_{0}$.

Theorem 10.5.5 Assume there exists a function $V(t, x)$ that is continuous and satisfies a Lipschitz condition in $x$, and, on $[0, \infty) \times H$,
(a). $W_{1}(|x|) \leq V(t, x) \leq W_{2}(|x|)$ with $W_{1}(r) \rightarrow \infty$ as $r \rightarrow \infty$, and
(b). $V_{(5.1)}^{\prime}(t, x) \leq-W_{3}(|x|)$.

Then the solutions of Eq. (5.1) are uniformly bounded and uniformly ultimately bounded.

Proof. First, we have uniform boundedness from Theorem 10.5.3. Next, we need to find a constant $B>0$ such that for any $B_{1} \geq M$ ( $M$ is from the definition of the set $H$ ), there exists a $T=T\left(B_{1}\right)>0$ such that $\left\{\left|x_{0}\right| \leq\right.$ $\left.B_{1}, t_{0} \geq 0, t \geq t_{0}+T\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B$. The following is similar to the proof of a corresponding result in Chapter 9. For any solution $x(t)=$ $x\left(t, t_{0}, x_{0}\right)$ with $\left|x_{0}\right| \leq B_{1}$ and $t_{0} \geq 0$, as long as $|x(t)|>M$ for $t \geq t_{0}$, then, as $V^{\prime}(t, x(t)) \leq-W_{3}(|x(t)|)$ for some wedge $W_{3}$, we have

$$
\begin{align*}
0 \leq V(t, x(t)) & \leq V\left(t_{0}, x_{0}\right)-\int_{t_{0}}^{t} W_{3}(|x(s)|) d s \\
& <W_{2}\left(\left|x_{0}\right|\right)-W_{3}(M)\left(t-t_{0}\right) \\
& \leq W_{2}\left(B_{1}\right)-W_{3}(M)\left(t-t_{0}\right) \tag{5.6}
\end{align*}
$$

which leads to a contradiction when $W_{2}\left(B_{1}\right)-W_{3}(M)\left(t-t_{0}\right)=0$, or when

$$
\begin{equation*}
t=t_{0}+\frac{W_{2}\left(B_{1}\right)}{W_{3}(M)} \stackrel{\text { def }}{=} t_{0}+T, \quad\left(T=\frac{W_{2}\left(B_{1}\right)}{W_{3}(M)}\right) \tag{5.7}
\end{equation*}
$$

where $T=T\left(B_{1}\right)$. Therefore, there is a $\bar{t} \in\left[t_{0}, t_{0}+T\right]$ such that $|x(\bar{t})|=$ $\left|x\left(\bar{t}, t_{0}, x_{0}\right)\right| \leq M$. Now, we choose a constant $B>M$ such that $W_{2}(M) \leq$ $W_{1}(B)$, and claim that $\left\{\left|x_{0}\right| \leq B_{1}, t \geq t_{0}+T\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B$. If this is not true, then there is a $t^{*} \geq t_{0}+T$ with $\left|x\left(t^{*}\right)\right|>B>M$. As $|x(\bar{t})| \leq M, \bar{t} \leq t_{0}+T \leq t^{*}$, and $\bar{t} \neq t^{*}$, there is a $t_{1}, \bar{t} \leq t_{1}<t^{*}$, such that $\left|x\left(t_{1}\right)\right|=M$ and $|x(t)| \geq M$ on $\left[t_{1}, t^{*}\right]$. Now, on this interval, the conditions (a) and (b) imply, for $t \in\left[t_{1}, t^{*}\right]$,
$W_{1}(|x(t)|) \leq V(t, x(t)) \leq V\left(t_{1}, x\left(t_{1}\right)\right) \leq W_{2}\left(\left|x\left(t_{1}\right)\right|\right)=W_{2}(M) \leq W_{1}(B)$.
In particular, $W_{1}(B)<W_{1}\left(\left|x\left(t^{*}\right)\right|\right) \leq W_{1}(B)$, a contradiction. Therefore, $\left\{\left|x_{0}\right| \leq B_{1}, t_{0} \geq 0, t \geq t_{0}+T\right\}$ imply $\left|x\left(t, t_{0}, x_{0}\right)\right| \leq B$, which verifies uniform ultimate boundedness and completes the proof.

Remark 10.5.6 Note that $W_{1}(|x|) \leq V(t, x)$ and $V_{(5.1)}^{\prime}(t, x) \leq-c V(t, x)$ imply $V_{(5.1)}^{\prime}(t, x) \leq-c W_{1}(|x|)$, and $c W_{1}$ is a scalar wedge when $c>0$. Thus the conditions in Theorem 10.5.4 are stronger than the conditions that $V(t, x)$ and $-V_{(5.1)}^{\prime}(t, x)$ are positive definite.

Finally, we look at how to use Liapunov's method to derive boundedness. Note the difference that for the stabilities of the zero solution, we construct Liapunov functions for small $|x|$; while for boundedness, we construct Liapunov functions for large $|x|$.

Example 10.5.7 We modify Example 5.6.7 in Chapter 5 and consider the scalar differential equation

$$
\begin{equation*}
u^{\prime \prime}+u^{\prime}+g(u)=f(t) \tag{5.8}
\end{equation*}
$$

for a continuous and bounded function $f(t)$. As we did in Example 5.6.7, we still try the Liapunov function

$$
\begin{equation*}
V\left(t, x_{1}, x_{2}\right)=\frac{1}{2} x_{2}^{2}+\frac{1}{2}\left[x_{1}+x_{2}\right]^{2}+2 \int_{0}^{x_{1}} g(s) d s \tag{5.9}
\end{equation*}
$$

where $x_{1}=u$ and $x_{2}=u^{\prime}$. This example is similar to Example 9.3.11 in Chapter 9 since it is not easy to construct the scalar wedges as defined there without further conditions on the function $g$.

Accordingly, we ask whether the constructions of scalar wedges from functions defined on $\Re^{n}$ (as given in Chapter 9 for stabilities) can also be extended here for boundedness. Note that for the stabilities of the zero solution, the wedges for $|x| \leq 1$ are good enough. However, for boundedness, we need to construct wedges for $|x| \geq M$, where $M>0$ may be a big number. Thus, the method of constructing a wedge in Chapter 9 related to positive definiteness is no longer valid for boundedness.

Let's make the following modification: Assume that $W:\left\{x \in \Re^{n}\right.$ : $|x| \geq M\} \rightarrow[0, \infty)$, where $M>0$ is a constant, $W(x)>0$ for $x \neq 0$, $\lim _{|x| \rightarrow \infty} W(x)=\infty$, and $W(x) \leq V(t, x)$ for some function $V(t, x)$. Define

$$
\begin{equation*}
\alpha(r)=\min _{r \leq|x|} W(x) \tag{5.10}
\end{equation*}
$$

such that $\alpha:[M, \infty) \rightarrow(0, \infty)$ is nondecreasing, and $\lim _{r \rightarrow \infty} \alpha(r)=\infty$. Then, (see an exercise), a function $\omega_{1}(r)$ can be constructed on $[M, \infty) \rightarrow$
$(0, \infty)$ in such a way that $\omega_{1}(r) \leq \alpha(r)$ and $\omega_{1}$ is continuous and strictly increasing. Thus, if $|x| \geq M$, then

$$
V(t, x) \geq W(x) \geq \min _{|x| \leq|p|} W(p)=\alpha(|x|) \geq \omega_{1}(|x|)
$$

Moreover, if necessary, $\omega_{1}(r)$ can be defined on $[0, \infty)$ with $\omega_{1}(0)=0$, and hence bocomes a scalar wedge. Note that the method of constructing a wedge in Chapter 9 related to decrescentness is still valid for boundedness because the function is defined on $\Re^{+}$.

Consequently, we can weaken the conditions in Theorems 10.5.1-10.5.5 by replacing the scalar wedges with the $\Re^{n}$-wedges as defined in Chapter 9 . That is, in the following theorems, we can let $W_{i}$ be the $\Re^{n}$-wedges. We still denote $H=\left\{x \in \Re^{n}:|x| \geq M\right\}$ for a constant $M>0$.

Theorem 10.5.8 Assume there exists a function $V(t, x)$ that is continuous and satisfies a Lipschitz condition in $x$, and, on $[0, \infty) \times H$,
(a). $W_{1}(x) \leq V(t, x)$ with $W_{1}(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, and
(b). $V_{(5.1)}^{\prime}(t, x) \leq 0$.

If there is a constant $P>0$ such that $V(t, x) \leq P$ for $|x|=M$ and $t \geq 0$, then every solution of Eq. (5.1) is bounded.

Theorem 10.5.9 Assume there exists a function $V(t, x)$ that is continuous and satisfies a Lipschitz condition in $x$, and, on $[0, \infty) \times \Re^{n}$,
(a). $W_{1}(x) \leq V(t, x)$ with $W_{1}(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, and
(b). $V_{(5.1)}^{\prime}(t, x) \leq 0$.

Then the solutions of Eq. (5.1) are equi-bounded.

Theorem 10.5.10 Assume there exists a function $V(t, x)$ that is continuous and satisfies a Lipschitz condition in $x$, and, on $[0, \infty) \times H$,
(a). $W_{1}(x) \leq V(t, x) \leq W_{2}(x)$ with $W_{1}(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, and
(b). $V_{(5.1)}^{\prime}(t, x) \leq 0$.

Then the solutions of Eq. (5.1) are uniformly bounded.

Theorem 10.5.11 Assume there exists a function $V(t, x)$ that is continuous and satisfies a Lipschitz condition in $x$, and,
(a). $W_{1}(x) \leq V(t, x)$ is satisfied on $[0, \infty) \times H$, with $W_{1}(x) \rightarrow \infty$ as $|x| \rightarrow$ $\infty$, and
(b). $V_{(5.1)}^{\prime}(t, x) \leq-c V(t, x)$ is satisfied on $[0, \infty) \times \Re^{n}$, where $c>0 a$ constant.

Then the solutions of Eq. (5.1) are equi-ultimately bounded.
Theorem 10.5.12 Assume there is a function $V(t, x)$ that is continuous and satisfies a Lipschitz condition in $x$, and, on $[0, \infty) \times H$,
(a). $W_{1}(x) \leq V(t, x) \leq W_{2}(x)$ with $W_{1}(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, and
(b). $V_{(5.1)}^{\prime}(t, x) \leq-W_{3}(x)$.

Then the solutions of Eq. (5.1) are uniformly bounded and uniformly ultimately bounded.

Example 10.5.13 Let's revisit Example 10.5.7, and consider

$$
\begin{equation*}
V(t, x)=V\left(t, x_{1}, x_{2}\right)=\frac{1}{2} x_{2}^{2}+\frac{1}{2}\left[x_{1}+x_{2}\right]^{2}+2 \int_{0}^{x_{1}} g(s) d s \tag{5.11}
\end{equation*}
$$

where $x=\left(x_{1}, x_{2}\right) \in \Re^{2}$. Now, if we define

$$
\begin{equation*}
W(x)=W\left(x_{1}, x_{2}\right)=\frac{1}{2} x_{2}^{2}+\frac{1}{2}\left[x_{1}+x_{2}\right]^{2}+2 \int_{0}^{x_{1}} g(s) d s \tag{5.12}
\end{equation*}
$$

then $W(0)=0, W(x)>0$ for $x \neq 0$, and $W(x) \rightarrow \infty$ as $|x| \rightarrow \infty$. Thus $V(t, x)$ is $\Re^{2}$-positive definite and $\Re^{2}$-decrescent. Next, we have

$$
\begin{align*}
V_{(5.8)}^{\prime}(t, x)= & x_{2} x_{2}^{\prime}+\left[x_{1}+x_{2}\right]\left[x_{1}^{\prime}+x_{2}^{\prime}\right]+2 g\left(x_{1}\right) x_{1}^{\prime} \\
= & x_{2}\left[-x_{2}-g\left(x_{1}\right)+f(t)\right]+\left[x_{1}+x_{2}\right] x_{2} \\
& +\left[x_{1}+x_{2}\right]\left[-x_{2}-g\left(x_{1}\right)+f(t)\right]+2 g\left(x_{1}\right) x_{2} \\
= & -x_{2}^{2}-x_{1} g\left(x_{1}\right)+\left(x_{1}+2 x_{2}\right) f(t) \tag{5.13}
\end{align*}
$$

Now, the function $f$ is bounded, thus to get an $\Re^{2}$-wedge for $V_{(5.8)}^{\prime}(t, x)$, we assume further that

$$
\lim _{x_{1} \rightarrow \infty} g\left(x_{1}\right)>2 \max _{t \in \Re}|f(t)|
$$

Then,

$$
\begin{align*}
& \lim _{x_{1}^{2}+x_{2}^{2} \rightarrow \infty} \frac{\left|\left(x_{1}+2 x_{2}\right) f(t)\right|}{x_{1} g\left(x_{1}\right)+x_{2}^{2}} \\
& \leq \lim _{x_{1}^{2}+x_{2}^{2} \rightarrow \infty} \frac{\left|x_{1} f(t)\right|}{x_{1} g\left(x_{1}\right)+x_{2}^{2}}+\lim _{x_{1}^{2}+x_{2}^{2} \rightarrow \infty} \frac{\left|2 x_{2} f(t)\right|}{x_{1} g\left(x_{1}\right)+x_{2}^{2}} \leq \frac{1}{2} \tag{5.14}
\end{align*}
$$

Therefore, there is an $M>0$ such that $\left|\left(x_{1}+2 x_{2}\right) f(t)\right| \leq \frac{1}{2}\left[x_{1} g\left(x_{1}\right)+x_{2}^{2}\right]$ when $|x| \geq M$. Hence, if $|x| \geq M$, then

$$
\begin{align*}
V_{(5.8)}^{\prime}(t, x) & \leq-x_{2}^{2}-x_{1} g\left(x_{1}\right)+\left(x_{1}+2 x_{2}\right) f(t) \\
& \leq-\frac{1}{2}\left[x_{1} g\left(x_{1}\right)+x_{2}^{2}\right] \tag{5.15}
\end{align*}
$$

where $W_{1}(x)=\frac{1}{2}\left[x_{1} g\left(x_{1}\right)+x_{2}^{2}\right]$ is an $\Re^{2}$-wedge. Thus, Theorem 10.5.12 can be applied to derive uniform boundedness and uniform ultimate boundedness.

The uniform boundedness and uniform ultimate boundedness in Example 10.5 .13 is derived under the condition that $\lim _{x_{1} \rightarrow \infty} g\left(x_{1}\right)>2 \max _{t \in \Re}|f(t)|$. However, the same conclusions can also be derived if we assume

$$
\begin{equation*}
\lim _{x_{1} \rightarrow \infty} g\left(x_{1}\right)>\max _{t \in \Re}|f(t)| . \tag{5.16}
\end{equation*}
$$

See an exercise. Next, if we compare Eq. (5.8) in Example 10.5.7 (or Example 10.5.13) with the general second-order differential equation (2.8) in Chapter 1 derived using Newton's second law of motion, we find for Eq. (5.8) that the function $f(t)$ is the externally applied force. Thus, the interpretation in physics for the condition (5.16) and the result in Example 10.5.13 is that if the restoring force, in terms of the function $g$, is greater than the externally applied force, then the solutions will be uniformly bounded and uniformly ultimately bounded.

## Exercises 10.5

1. Verify that $\alpha(r)$ defined in (5.10) satisfies $\lim _{r \rightarrow \infty} \alpha(r)=\infty$.
2. Verify that for $\alpha(r)$ defined in (5.10), a function $\omega_{1}(r)$ can be constructed on $[M, \infty) \rightarrow(0, \infty)$ in such a way that $\omega_{1}(r) \leq \alpha(r)$ and $\omega_{1}$ is continuous and strictly increasing.
3. Prove Theorem 10.5.8.
4. Prove Theorem 10.5.9.
5. Prove Theorem 10.5.10.
6. Prove Theorem 10.5.11.
7. Prove Theorem 10.5.12.
8. For $V(t, x)$ given in (5.11), one has

$$
\begin{equation*}
V\left(t, x_{1}, x_{2}\right) \geq \frac{1}{2} x_{2}^{2}+\frac{1}{2}\left[x_{1}^{2}+2 x_{1} x_{2}+x_{2}^{2}\right]=\frac{1}{2} x_{1}^{2}+x_{1} x_{2}+x_{2}^{2} \tag{5.17}
\end{equation*}
$$

From $2|A B| \leq A^{2}+B^{2}$ and let $A=\sqrt{r} x_{1}, B=\frac{x_{2}}{\sqrt{r}}$ for $r>0$, one obtains $2\left|x_{1} x_{2}\right| \leq r x_{1}^{2}+\frac{x_{2}^{2}}{r}$, or $x_{1} x_{2} \geq-\frac{r}{2} x_{1}^{2}-\frac{1}{2 r} x_{2}^{2}$. Then,

$$
\begin{equation*}
V\left(t, x_{1}, x_{2}\right) \geq \frac{1}{2} x_{1}^{2}+x_{1} x_{2}+x_{2}^{2} \geq\left(\frac{1}{2}-\frac{r}{2}\right) x_{1}^{2}+\left(1-\frac{1}{2 r}\right) x_{2}^{2} \tag{5.18}
\end{equation*}
$$

Select $r$ such that $V$ is positive definite with a scalar wedge.
9. Verify that for the $W(x)$ defined in (5.12), one has $W(0)=0, W(x)>$ 0 for $x \neq 0$, and $W(x) \rightarrow \infty$ as $|x| \rightarrow \infty$.
10. Prove in Example 10.5 .13 that

$$
\lim _{x_{1}^{2}+x_{2}^{2} \rightarrow \infty} \frac{\left|\left(x_{1}+2 x_{2}\right) f(t)\right|}{x_{1} g\left(x_{1}\right)+x_{2}^{2}} \leq \frac{1}{2}
$$

11. In Example 10.5.13, derive uniform boundedness and uniform ultimate boundedness under the condition that $\lim _{x_{1} \rightarrow \infty} g\left(x_{1}\right)>\max _{t \in \Re}|f(t)|$.
12. When the function $V$ is autonomous, state and prove the corresponding results concerning boundedness properties without using the notion of wedges. (Look at the corresponding results in Chapter 5 as a reference.)

## Chapter 11

## Periodic Solutions

### 11.1 Introduction

So far, we have already seen some discussions about periodic solutions. For example, for planar autonomous differential equations, when the origin is a center, there are periodic orbits around the origin. These periodic orbits are periodic solutions for planar autonomous differential equations. Examples in applications include an undamped simple pendulum, where the pendulum keeps "oscillating" indefinitely (that is, periodically) around the equilibrium after being perturbed. Other models include radio circuits, temperature distribution, or chemical and biological oscillations. Therefore, the study of periodic solutions and their applications is a very important subject in differential equations.

The importance of periodic solutions can also be seen from the PoincaréBendixson theorem and the Lorenz system. That is, if there are some stable periodic solutions, then typically other solutions will pile up at these stable periodic solutions, such that the system will behave in an orderly fashion, as stated in the Poincaré-Bendixson theorem. Otherwise, if a system has bounded solutions but has no stable periodic solutions, then it is an indication that these bounded solutions may behave in a strange and chaotic fashion. This can be seen from the Lorenz system.

Now, we study periodic solutions for the general differential equation

$$
\begin{equation*}
x^{\prime}(t)=f(t, x(t)), \quad t \geq 0, \tag{1.1}
\end{equation*}
$$

in $D=[0, \infty) \times \Re^{n}$, where $f(t, x)$ is continuous and satisfies at least a local Lipschitz condition with respect to $x$ on $D$. We assume, for simplicity, that solutions start from $t_{0}=0$. We also assume that for any $x_{0} \in \Re^{n}$, Eq. (1.1) has a unique solution $x\left(t, 0, x_{0}\right)$ existing on $[0, \infty)$ with $x\left(0,0, x_{0}\right)=x_{0}$. In order to obtain periodic solutions, it is also necessary to assume that the function $f$ is periodic in $t$, that is, there is a constant $T>0$ such that

$$
f(t+T, x)=f(t, x)
$$

for $(t, x) \in D$. Note that this includes the case when $f$ is autonomous, for which we may obtain periodic solutions with periods that are not predetermined. For example, for the planar autonomous differential equations in Chapter 4, the solutions for Case (IIIb) are given by $a_{1} \cos \beta t+a_{2} \sin \beta t$, hence they are periodic of periods $\frac{2 \pi}{\beta}$, which are determined by $\beta$. Another example of autonomous differential equations is an undamped simple pendulum, where the period is determined by how far the pendulum is moved away initially from the equilibrium.

To begin, we first give some basic results concerning the search of periodic solutions.

Lemma 11.1.1 Assume that for a constant $T>0, f(t+T, x)=f(t, x)$ for $(t, x) \in D$.
(a). If $x(t)$ is a solution of Eq. (1.1), then so is $x(t+T), t \geq 0$.
(b). Let $x\left(t, 0, x_{0}\right)$ be a solution of Eq. (1.1) with $x\left(0,0, x_{0}\right)=x_{0}$. Then $x\left(t, 0, x_{0}\right)$ is T-periodic if and only if $x\left(T, 0, x_{0}\right)=x_{0}$.

Proof. (a): Let $y(t)=x(t+T), t \geq 0$. Then for $t \geq 0$,

$$
y^{\prime}(t)=x^{\prime}(t+T)=f(t+T, x(t+T))=f(t, x(t+T))=f(t, y(t))
$$

thus $x(t+T)$ is also a solution of Eq. (1.1).
(b): If $x\left(t, 0, x_{0}\right)$ is a $T$-periodic solution of Eq. (1.1), then $x\left(T, 0, x_{0}\right)=$ $x\left(0,0, x_{0}\right)=x_{0}$. On the other hand, if $x\left(T, 0, x_{0}\right)=x_{0}$, then, from (a), $y(t)=$ $x\left(t+T, 0, x_{0}\right)$ is also a solution of Eq. (1.1) with $y(0)=x\left(T, 0, x_{0}\right)=x_{0}$. By uniqueness, $y(t)=x\left(t, 0, x_{0}\right)$, or $x\left(t+T, 0, x_{0}\right)=x\left(t, 0, x_{0}\right), t \geq 0$, thus $x\left(t, 0, x_{0}\right)$ is $T$-periodic. This completes the proof.

Recall from Chapter 2 that a continuous function $x\left(t, 0, x_{0}\right)$ is a solution of Eq. (1.1) if and only if

$$
\begin{equation*}
x(t)=x_{0}+\int_{0}^{t} f(s, x(s)) d s, \quad t \geq 0 \tag{1.2}
\end{equation*}
$$

Accordingly, we can define a mapping $P: \Re^{n} \rightarrow \Re^{n}$ such that for $x_{0} \in \Re^{n}$ and for the unique solution $x(t)=x\left(t, 0, x_{0}\right)$ with $x\left(0,0, x_{0}\right)=x_{0}$, define

$$
\begin{equation*}
P\left(x_{0}\right)=x(T)=x_{0}+\int_{0}^{T} f(s, x(s)) d s \tag{1.3}
\end{equation*}
$$

see Figure 11.1.


Figure 11.1: The mapping $P$

Now, Lemma 11.1.1(b) indicates that Eq. (1.1) has a $T$-periodic solution if and only if there exists an $x_{0} \in \Re^{n}$ such that $P\left(x_{0}\right)=x_{0}$; that is, the mapping $P$ has a fixed point. We formulate this as follows.

Lemma 11.1.2 Assume that for a constant $T>0, f(t+T, x)=f(t, x)$ for $(t, x) \in D$. Then Eq. (1.1) has a T-periodic solution if and only if the mapping $P: \Re^{n} \rightarrow \Re^{n}$ defined in (1.3) has a fixed point.

Lemma 11.1.2 provides a very useful approach for deriving periodic solutions since it reduces the search of periodic solutions to that of fixed points of the mapping $P$, for which some well-known fixed point theorems from functional analysis can be applied.

This chapter is organized as follows: In Section 2, we derive the existence of periodic solutions for general linear differential equations. First, we derive periodic solutions using the eigenvalues of $U(T, 0)$, where $U(t, s)$ is the fundamental matrix solution of linear homogeneous differential equations. Then we derive periodic solutions from the bounded solutions. Periodic solutions of linear differential equations with linear and nonlinear perturbations are also given. In Section 3, we look at general nonlinear differential equations.

Since using eigenvalues is not applicable now, we extend the idea of deriving periodic solutions using the boundedness. First, we present some Masseratype results for one-dimensional and two-dimensional differential equations, whose proofs are generally not extendible to higher dimensional cases. Then, for general $n$-dimensional differential equations, we apply Horn's fixed point theorem to the mapping $P$ defined by (1.3) and obtain fixed points, and hence periodic solutions, under the assumption that the solutions are equiultimate bounded.

## Exercises 11.1

1. Prove Lemma 11.1.2.
2. Let $P$ be a mapping. Prove that if for some positive integer $m$, the mapping $P^{m}$ has a unique fixed point, then $P$ has a fixed point.

### 11.2 Linear Differential Equations

Here, we study the linear differential equation

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+f(t), \quad t \geq 0, \quad x \in \Re^{n} \tag{2.1}
\end{equation*}
$$

where $A(t), f(t)$ are continuous on $\Re^{+}=[0, \infty)$, and $A(t+T)=A(t), f(t+$ $T)=f(t), t \geq 0$, for some constant $T>0$.

Using the results from Chapter 3, we know that the unique solution of Eq. (2.1) for the initial data $\left(0, x_{0}\right)$ is given by the variation of parameters formula

$$
\begin{align*}
x(t) & =U(t, 0)\left[x_{0}+\int_{0}^{t} U^{-1}(s, 0) f(s) d s\right] \\
& =U(t, 0) x_{0}+\int_{0}^{t} U(t, s) f(s) d s, \quad t \geq 0 \tag{2.2}
\end{align*}
$$

First we study the linear homogeneous differential equation

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t), \tag{2.3}
\end{equation*}
$$

where the unique solution is given by $x(t)=U(t, 0) x_{0}$ for the initial data $\left(0, x_{0}\right)$. Now, for the mapping $P$ defined by (1.3) to have a fixed point $x_{0}$, we need

$$
\begin{equation*}
x_{0}=U(T, 0) x_{0}, \quad \text { or } \quad[E-U(T, 0)] x_{0}=0, \tag{2.4}
\end{equation*}
$$

where $E$ is the $n \times n$ identity or unit matrix. Thus we have the following result, whose proof is left as an exercise.

Theorem 11.2.1 Let $A(t)$ be continuous and T-periodic. Then Eq. (2.3) has a nonzero T-periodic solution if and only if 1 is an eigenvalue of $U(T, 0)$.

For the nonhomogeneous differential equation (2.1), note that the zero is not a solution when $f \neq 0$. Therefore, any periodic solution of Eq. (2.1) will be nonzero when $f \neq 0$. Now, the mapping $P$ has a fixed point $x_{0}$ if and only if

$$
\begin{equation*}
x_{0}=U(T, 0) x_{0}+\int_{0}^{T} U(T, s) f(s) d s \tag{2.5}
\end{equation*}
$$

or

$$
\begin{equation*}
[E-U(T, 0)] x_{0}=\int_{0}^{T} U(T, s) f(s) d s \tag{2.6}
\end{equation*}
$$

Accordingly, we have the following result.
Theorem 11.2.2 Let $A(t)$ be continuous and T-periodic. Then Eq. (2.1) has a T-periodic solution for any continuous and T-periodic function $f$ if and only if 1 is not an eigenvalue of $U(T, 0)$.

Proof. If 1 is not an eigenvalue of $U(T, 0)$, then the matrix $[E-U(T, 0)]$ is nonsingular. Hence for any continuous and $T$-periodic function $f,(2.6)$ has a unique solution $x_{0}$, which is a fixed point of the mapping $P$. Therefore, Lemma 11.1.2 can be applied to derive a periodic solution of Eq. (2.1).

On the other hand, assume that Eq. (2.1) has a $T$-periodic solution for any continuous and $T$-periodic function $f$. For every $y \in \Re^{n}$, let $f(s)=$ $U(s, 0) y g(s)$ for $s \in[0, T]$, where $g:[0, T] \rightarrow \Re$ is continuous such that $g(0)=g(T)=0$, and

$$
\int_{0}^{T} g(s) d s=1
$$

Then $f$ can be extended to become a $T$-periodic continuous function on $\Re$ which we still denote by $f$. Now, Eq. (2.1) has a $T$-periodic solution for this $f$, thus (2.6) has a solution $x_{0}$ for this $f$. Therefore,

$$
[E-U(T, 0)] x_{0}=\int_{0}^{T} U(T, s) f(s) d s
$$

$$
\begin{align*}
& =\int_{0}^{T} U(T, s) U(s, 0) y g(s) d s \\
& =\int_{0}^{T} U(T, 0) y g(s) d s \\
& =U(T, 0) y \int_{0}^{T} g(s) d s \\
& =U(T, 0) y \tag{2.7}
\end{align*}
$$

Since $U(T, 0)$ is nonsingular and $y \in \Re^{n}$ is arbitrary, the right-hand side of (2.7) covers the whole $\Re^{n}$ when $y$ takes all vectors in $\Re^{n}$ as values. Thus the range of $[E-U(T, 0)]$ is $\Re^{n}$; therefore, $[E-U(T, 0)]$ is nonsingular, hence 1 is not an eigenvalue of $U(T, 0)$. This completes the proof.

From the above proof we see that the periodic solution in Theorem 11.2.2 is uniquely determined, and we state it as follows.

Theorem 11.2.2.a Let $A(t)$ be continuous and T-periodic. Then Eq. (2.1) has a unique T-periodic solution for any continuous and T-periodic function $f$ if and only if 1 is not an eigenvalue of $U(T, 0)$.

Consequently, we have
Theorem 11.2.2.aa Let $A(t)$ be continuous and T-periodic. Then the following statements are equivalent.

1. 1 is not an eigenvalue of $U(T, 0)$.
2. Eq. (2.1) has a unique T-periodic solution for any continuous and $T$-periodic function $f$.
3. Eq. (2.1) has a T-periodic solution for any continuous and T-periodic function $f$.

Next, we look at Eq. (2.3) with linear or nonlinear perturbations,

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+f(t, x(t)), \quad t \geq 0, \quad x \in \Re^{n} \tag{2.8}
\end{equation*}
$$

where $f(t, x)$ is also $T$-periodic in $t$. To derive periodic solutions for Eq. (2.8), or for general nonlinear differential equations, we should use some fixed point theorems from functional analysis that are listed in the Appendix.

Theorem 11.2.3 Assume that Eq. (2.8) is T-periodic in $t$ and that $f(t, x)$ is continuous on $[0, \infty) \times \Re^{n}$ and satisfies a weak Lipschitz condition with respect to $x$. If 1 is not an eigenvalue of $U(T, 0)$ and if $|f(t, x)| \leq C,(t, x) \in$ $[0, \infty) \times \Re^{n}$, for some constant $C>0$, then $E q$. (2.8) has a T-periodic solution.

Proof. First, the conditions guarantee that solutions of Eq. (2.8) exist on $[0, \infty)$ and are uniquely determined. Next, since 1 is not an eigenvalue of $U(T, 0)$, we can define a mapping $F: \Re^{n} \rightarrow \Re^{n}$ by

$$
\begin{equation*}
F\left(x_{0}\right)=[E-U(T, 0)]^{-1}\left\{x\left(T, 0, x_{0}\right)-U(T, 0) x_{0}\right\}, \quad x_{0} \in \Re^{n} \tag{2.9}
\end{equation*}
$$

where $x$ is the unique solution through $\left(0, x_{0}\right)$ given by

$$
\begin{equation*}
x(t)=x\left(t, 0, x_{0}\right)=U(t, 0) x_{0}+\int_{0}^{t} U(t, s) f(s, x(s)) d s, \quad t \geq 0 \tag{2.10}
\end{equation*}
$$

Consequently,

$$
x\left(T, 0, x_{0}\right)-U(T, 0) x_{0}=\int_{0}^{T} U(T, s) f(s, x(s)) d s
$$

and then from (2.9) we obtain

$$
\begin{align*}
\left|F\left(x_{0}\right)\right| & \leq\left|[E-U(T, 0)]^{-1}\right|\left|x\left(T, 0, x_{0}\right)-U(T, 0) x_{0}\right| \\
& \leq\left|[E-U(T, 0)]^{-1}\right| \int_{0}^{T}|U(T, s) f(s, x(s))| d s \\
& \leq\left|[E-U(T, 0)]^{-1}\right| C T \max _{s \in[0, T]}|U(T, s)| \\
& \stackrel{\text { def }}{=} M \tag{2.11}
\end{align*}
$$

where $M>0$ is a constant. Now, $B=\left\{x \in \Re^{n}:|x| \leq M\right\}$ is nonempty, convex, and compact. Also, we have $F: B \rightarrow B$ and $F$ is continuous. Thus Brouwer's fixed point theorem (see the Appendix) can be applied to the mapping $F$ on $B$ to get a fixed point $x_{0}=F\left(x_{0}\right)$. Hence,

$$
\begin{equation*}
x_{0}=[E-U(T, 0)]^{-1}\left\{x\left(T, 0, x_{0}\right)-U(T, 0) x_{0}\right\} \tag{2.12}
\end{equation*}
$$

which implies

$$
\begin{equation*}
[E-U(T, 0)] x_{0}=x\left(T, 0, x_{0}\right)-U(T, 0) x_{0} \tag{2.13}
\end{equation*}
$$

or,

$$
x_{0}=x\left(T, 0, x_{0}\right)
$$

Therefore, from Lemma 11.1.2, Eq. (2.8) has a $T$-periodic solution. This completes the proof.

The following is a generalization of Theorem 11.2.3, see Amann [1990].
Theorem 11.2.4 Assume that Eq. (2.8) is T-periodic in $t$ and that $f(t, x)$ is continuous on $[0, \infty) \times \Re^{n}$ and satisfies a weak Lipschitz condition with respect to $x$. If 1 is not an eigenvalue of $U(T, 0)$ and if

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} \frac{|f(t, x)|}{|x|}=0 \quad \text { uniformly for } t \in[0, T] \tag{2.14}
\end{equation*}
$$

then Eq. (2.8) has a T-periodic solution.
Proof. Similar to the proof of Theorem 11.2.3, we will find a set to apply Brouwer's fixed point theorem to the mapping $F$ defined in (2.9). Define

$$
\alpha=\max \{|U(t, s)|: 0 \leq s \leq t \leq T\}
$$

and let $\varepsilon \in(0,1)$ be arbitrary. From (2.14), there exists a $\beta=\beta(\varepsilon)>0$ such that

$$
\begin{equation*}
|f(t, x)| \leq \beta+\varepsilon|x|, \quad(t, x) \in[0, T] \times \Re^{n} \tag{2.15}
\end{equation*}
$$

Then, from (2.10), we obtain

$$
\begin{equation*}
\left|x\left(t, 0, x_{0}\right)\right| \leq \alpha\left|x_{0}\right|+\alpha \beta T+\varepsilon \alpha \int_{0}^{t}|x(s)| d s, \quad 0 \leq t \leq T \tag{2.16}
\end{equation*}
$$

hence by Gronwall's inequality we get

$$
\begin{equation*}
\left|x\left(t, 0, x_{0}\right)\right| \leq\left[\alpha\left|x_{0}\right|+\alpha \beta T\right] \exp (\varepsilon \alpha T), \quad 0 \leq t \leq T \tag{2.17}
\end{equation*}
$$

Then, using (2.10) and (2.15) again, we obtain

$$
\begin{aligned}
\left|x\left(T, 0, x_{0}\right)-U(T, 0) x_{0}\right| & \leq\left|\int_{0}^{T} U(T, s) f(s, x(s)) d s\right| \\
& \leq \alpha T\left[\beta+\varepsilon\left(\left[\alpha\left|x_{0}\right|+\alpha \beta T\right] \exp (\varepsilon \alpha T)\right)\right]
\end{aligned}
$$

hence

$$
\begin{equation*}
\limsup _{\left|x_{0}\right| \rightarrow \infty} \frac{\left|x\left(T, 0, x_{0}\right)-U(T, 0) x_{0}\right|}{\left|x_{0}\right|} \leq \alpha T \varepsilon \alpha \exp (\varepsilon \alpha T) . \tag{2.18}
\end{equation*}
$$

Now, $\varepsilon>0$ is arbitrary, so we have

$$
\begin{equation*}
\lim _{\left|x_{0}\right| \rightarrow \infty} \frac{\left|x\left(T, 0, x_{0}\right)-U(T, 0) x_{0}\right|}{\left|x_{0}\right|}=0, \tag{2.19}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\lim _{\left|x_{0}\right| \rightarrow \infty} \frac{\left|F\left(x_{0}\right)\right|}{\left|x_{0}\right|}=0 \tag{2.20}
\end{equation*}
$$

where $F$ is the mapping defined in (2.9). Consequently, there exists a $\rho>0$ such that

$$
|F(x)| \leq \rho+\frac{|x|}{2}, \quad x \in \Re^{n} .
$$

Therefore, solving $k$ from $\rho+\frac{k}{2}=k$, we find that $F$ maps the set $\left\{x \in \Re^{n}\right.$ : $|x| \leq 2 \rho\}$ into itself, hence Brouwer's fixed point theorem can be applied to the mapping $F$ to obtain a fixed point. This completes the proof.

When $A(t)=A$ is a constant matrix, $U(T, 0)=e^{T A}$. Thus the corresponding results can be stated by using the matrix $e^{T A}$. Moreover, for the set of all eigenvalues of $e^{T A}$, denoted by $\sigma\left(e^{T A}\right)$, we have, from the spectral mapping theorem 3.3.14 in Chapter 3,

$$
\begin{equation*}
\sigma\left(e^{T A}\right)=\left\{e^{T \lambda}: \lambda \in \sigma(A)\right\} \tag{2.21}
\end{equation*}
$$

Now, note that $1=e^{T \lambda}$ implies $T \lambda=2 \pi k i$ or $\lambda=\frac{2 \pi k i}{T}, k=0, \pm 1, \pm 2, \cdots$, ( $i=\sqrt{-1}$ ). Thus from (2.21), we obtain the following result concerning the eigenvalues of the matrix $e^{T A}$.

Lemma 11.2.5 1 is not an eigenvalue of $e^{T A}$ if and only if

$$
\begin{equation*}
\sigma(A) \cap\left\{\frac{2 \pi k i}{T}: k=0, \pm 1, \pm 2, \cdots\right\}=\emptyset \quad \text { (empty set). } \tag{2.22}
\end{equation*}
$$

Therefore, periodic solutions for

$$
\begin{equation*}
x^{\prime}(t)=A x(t)+f(t) \tag{2.23}
\end{equation*}
$$

and

$$
\begin{equation*}
x^{\prime}(t)=A x(t)+f(t, x(t)) \tag{2.24}
\end{equation*}
$$

can be obtained by checking the condition (2.22). We list them below.
Theorem 11.2.6 The following statements are equivalent.
(a). $\sigma(A) \cap\left\{\frac{2 \pi k i}{T}: k=0, \pm 1, \pm 2, \cdots\right\}=\varnothing$.
(b). Eq. (2.23) has a unique T-periodic solution for any continuous and $T$-periodic function $f$.
(c). Eq. (2.23) has a T-periodic solution for any continuous and T-periodic function $f$.

Theorem 11.2.7 Assume that $f(t, x)$ is T-periodic in $t$, continuous on $[0, \infty) \times \Re^{n}$ and satisfies a weak Lipschitz condition with respect to $x$, and satisfies (2.14), or $|f(t, x)| \leq C,(t, x) \in[0, \infty) \times \Re^{n}$, for some constant $C>0$. If $\sigma(A) \cap\left\{\frac{2 \pi k i}{T}: k=0, \pm 1, \pm 2, \cdots\right\}=\varnothing$, then Eq. (2.24) has a $T$-periodic solution.

The above represents some results of deriving periodic solutions using the eigenvalues of $U(T, 0)$ (or of $e^{T A}$ ).

Another approach to derive periodic solutions is using the boundedness of solutions.

Theorem 11.2.8 Let $A(t), f(t)$ be continuous and T-periodic. Then Eq. (2.1) has a T-periodic solution if and only if Eq. (2.1) has a solution that is bounded on $[0, \infty)$.

Proof. If Eq. (2.1) has a T-periodic solution, then it is bounded on $[0, \infty)$.
On the other hand, if Eq. (2.1) has a solution that is bounded on $[0, \infty)$, then let's prove that Eq. (2.1) has a $T$-periodic solution. Suppose that Eq. (2.1) has no $T$-periodic solution, then there is no $x_{0} \in \Re^{n}$ such that

$$
\begin{equation*}
x_{0}=x\left(T, 0, x_{0}\right)=U(T, 0) x_{0}+\int_{0}^{T} U(T, s) f(s) d s \tag{2.25}
\end{equation*}
$$

or, for $y_{0}=\int_{0}^{T} U(T, s) f(s) d s$,

$$
\begin{equation*}
[E-U(T, 0)] x_{0}=y_{0} \tag{2.26}
\end{equation*}
$$

has no solution $x_{0}$ in $\Re^{n}$. Moreover, if Eq. (2.1) has no $T$-periodic solution, then from Theorem 11.2.2, we find that 1 is an eigenvalue of $U(T, 0)$, and hence of $U(T, 0)^{t r}$ (here, because we used $T$ for the period, so we use $t r$ for the transpose). Therefore, from the Fredholm theorem in linear algebra, there is an eigenvector $w$ of $U(T, 0)^{t r}$ corresponding to the eigenvalue 1 of $U(T, 0)^{t r}$ such that $y_{0}^{t r} w \neq 0$. That is, there is a $w \in \Re^{n}$ such that

$$
\begin{equation*}
U(T, 0)^{t r} w=w, \quad y_{0}^{t r} w \neq 0 . \tag{2.27}
\end{equation*}
$$

Let $x(t)=x\left(t, 0, x_{0}\right)$ be any solution of Eq. (2.1). If we can prove that $x(t)$ is unbounded on $[0, \infty)$, then it will contradict the assumption that Eq. (2.1) has a solution that is bounded on $[0, \infty)$, and hence completes the proof. To this end, let's define $x_{k}(t)=x(t+k T), k=1,2, \cdots, t \geq 0$. Then from Lemma 11.1.1(a), $x_{k}(t)$ is a solution of Eq. (2.1) with $x_{k}(0)=x(k T)$. Therefore,

$$
\begin{align*}
x((k+1) T)=x_{k}(T) & =U(T, 0) x(k T)+\int_{0}^{T} U(T, s) f(s) d s \\
& =U(T, 0) x(k T)+y_{0} \tag{2.28}
\end{align*}
$$

then an induction using (2.28) shows that

$$
\begin{equation*}
x_{k}(T)=x((k+1) T)=[U(T, 0)]^{k+1} x_{0}+\sum_{i=0}^{k}[U(T, 0)]^{i} y_{0} \tag{2.29}
\end{equation*}
$$

Now, from (2.27) and (2.29), we have

$$
\begin{align*}
w^{t r} x((k+1) T) & =w^{t r}[U(T, 0)]^{k+1} x_{0}+\sum_{i=0}^{k} w^{t r}[U(T, 0)]^{i} y_{0} \\
& =x_{0}^{t r}\left\{[U(T, 0)]^{k+1}\right\}^{t r} w+\sum_{i=0}^{k} y_{0}^{t r}\left\{[U(T, 0)]^{i}\right\}^{t r} w \\
& =x_{0}^{t r}\left[U(T, 0)^{t r}\right]^{k+1} w+\sum_{i=0}^{k} y_{0}^{t r}\left[U(T, 0)^{t r}\right]^{i} w \\
& =x_{0}^{t r} w+\sum_{i=0}^{k} y_{0}^{t r} w \\
& =x_{0}^{t r} w+(k+1) y_{0}^{t r} w \tag{2.30}
\end{align*}
$$

Since $y_{0}^{t r} w \neq 0$, the right-hand side of (2.30) goes to $\infty$ as $k \rightarrow \infty$. Therefore, $|x((k+1) T)|$ goes to $\infty$ as $k \rightarrow \infty$; that is, $x(t)=x\left(t, 0, x_{0}\right)$ is unbounded on $[0, \infty)$. This completes the proof.

Note that if $f(t)$ is continuous and $T$-periodic, then $|f(t)| \leq M$ for some constant $M>0$. Now, from Theorem 10.2.9 in Chapter 10 concerning the boundedness, we have

Theorem 11.2.9 Let $A(t), f(t)$ be continuous and T-periodic. If the zero solution of Eq. (2.3) is uniformly asymptotically stable, (or if the solutions of $E q$. (2.3) are uniformly ultimately bounded and $A(t)$ is bounded on $\Re^{+}$; see Theorem 10.2.1(D)), then Eq. (2.1) has a T-periodic solution.

When $A(t)=A$ is a constant matrix, using results in Chapter 10 we derive the following.

Theorem 11.2.9.a Let $f(t)$ be continuous and T-periodic. If the zero solution of $x^{\prime}(t)=A x(t)$ is asymptotically stable, or if the solutions of $x^{\prime}(t)=A x(t)$ are equi-ultimately bounded, or if each eigenvalue of the matrix $A$ has a negative real part, then the equation $x^{\prime}(t)=A x(t)+f(t)$ has a T-periodic solution.

## Exercises 11.2

1. Let $A(t)=A(t+T)$ for some constant $T>0$ and let $A(t)$ be odd, that is, $A(-t)=-A(t)$. Use an induction to prove that the functions $\left\{x_{m}\left(t, 0, x_{0}\right)\right\}_{m \geq 1}$ in Picard's approximations of $x^{\prime}=A(t) x$ are even and $T$-periodic. Then show that all solutions $x\left(t, 0, x_{0}\right)$ are even and $T$-periodic.
2. Prove Theorem 11.2.1.
3. Prove Theorem 11.2.2.a.
4. Prove Theorem 11.2.2.aa.
5. In the proof of Theorem 11.2.3, verify that $B=\left\{x \in \Re^{n}:|x| \leq M\right\}$ is nonempty, compact, and convex, $F: B \rightarrow B$, and $F$ is continuous.
6. Prove Lemma 11.2.5.
7. Prove Theorem 11.2.6.
8. Prove Theorem 11.2.7.
9. Use an induction to verify (2.29).
10. Prove Theorem 11.2.9.
11. Prove Theorem 11.2.9.a.

### 11.3 Nonlinear Differential Equations

In the above, we derived periodic solutions for linear differential equations using two approaches: the eigenvalues and the boundedness. For general nonlinear differential equations, the notion of "eigenvalues" is not applicable. Thus, for nonlinear equations, we will try to extend the idea of deriving periodic solutions from the boundedness. First we present a result of Massera [1950] for scalar equations.

Theorem 11.3.1 (Massera) Assume that Eq. (1.1) is T-periodic in $t$ and that $f(t, x)$ is continuous on $[0, \infty) \times \Re^{n}$ and satisfies a weak Lipschitz condition with respect to $x$. If $n=1$ (that is, Eq. (1.1) is a scalar equation) and if Eq. (1.1) has a solution that is bounded on $[0, \infty)$, then Eq. (1.1) has a T-periodic solution.

Proof. Let $x(t)$ be the bounded solution on $[0, \infty)$ with $|x(t)| \leq C$ for some constant $C>0$. Then from Lemma 11.1.1(a), for $m=1,2, \cdots, x_{m}(t) \stackrel{\text { def }}{=}$ $x(t+m T)$ is also a solution on $[0, \infty)$, and $\left|x_{m}(t)\right| \leq C$. If $x_{1}(0)=x(0)$, then from Lemma 11.1.1(b), $x(t)$ is $T$-periodic. If $x_{1}(0) \neq x(0)$, then, since $x \in \Re$, we may assume $x_{1}(0)>x(0)$, (the case for $x_{1}(0)<x(0)$ is similar). Now, by uniqueness, $x_{1}(t)>x(t), t \geq 0$. Plugging in $t=m T$, we obtain $x_{m+1}(0)=x((m+1) T)=x_{1}(m T)>x(m T)=x_{m}(0)$. By uniqueness again, $x_{m+1}(t)>x_{m}(t), t \geq 0$. Thus, for each $t \geq 0$ fixed, $\left\{x_{m}(t)\right\}_{m \geq 1}$ is an increasing bounded sequence of numbers, hence $\left\{x_{m}(t)\right\}_{m \geq 1}$ converges to some $y(t)$ as $m \rightarrow \infty$. Next, $f$ is $T$-periodic in $t$, then $|f(t, x)| \leq C_{1}$ (a constant) for $t \geq 0$ and $|x| \leq C$. Thus

$$
\left|x_{m}^{\prime}(t)\right|=\left|f\left(t, x_{m}(t)\right)\right| \leq C_{1}
$$

and then the mean value theorem implies

$$
\left|x_{m}(t)-x_{m}(s)\right| \leq C_{1}|t-s|, \quad t, s \geq 0, m \geq 1
$$

Accordingly, on any compact $t$-interval in $[0, \infty)$, the sequence of functions $\left\{x_{m}(t)\right\}_{m \geq 1}$ is uniformly bounded and equi-continuous. Then from Arzela-Ascoli's theorem (see the Appendix), $\left\{x_{m}(t)\right\}_{m \geq 1}$ has a uniformly
convergent subsequence. But since $\left\{x_{m}(t)\right\}_{m \geq 1}$ is monotone, it is itself uniformly convergent to $y(t)$ on any compact interval. Consequently, $y(t)$ is continuous on $[0, \infty)$. Next, for any fixed $t \geq 0$, we can use the weak Lipschitz condition to obtain

$$
\begin{align*}
& \left|\int_{0}^{t} f\left(s, x_{m}(s)\right) d s-\int_{0}^{t} f(s, y(s)) d s\right| \\
& \leq \int_{0}^{t}\left|f\left(s, x_{m}(s)\right)-f(s, y(s))\right| d s \\
& \leq \int_{0}^{t} k(s)\left|x_{m}(s)-y(s)\right| d s \\
& \leq t \max _{s \in[0, t]} k(s)\left|x_{m}(s)-y(s)\right| \rightarrow 0, \quad m \rightarrow \infty \tag{3.1}
\end{align*}
$$

(where $k(s)$ is from the weak Lipschitz condition). Now, from Chapter 2,

$$
\begin{equation*}
x_{m}(t)=x_{m}(0)+\int_{0}^{t} f\left(s, x_{m}(s)\right) d s, \quad t \geq 0 \tag{3.2}
\end{equation*}
$$

Thus, if we let $m \rightarrow \infty$ in (3.2), then (3.1) implies, for each $t \geq 0$,

$$
\begin{equation*}
y(t)=y(0)+\int_{0}^{t} f(s, y(s)) d s \tag{3.3}
\end{equation*}
$$

which implies that $y(t)$ is a solution of Eq. (1.1). Finally, observe that

$$
\begin{equation*}
y(T)=\lim _{m \rightarrow \infty} x_{m}(T)=\lim _{m \rightarrow \infty} x(T+m T)=\lim _{m \rightarrow \infty} x_{m+1}(0)=y(0) \tag{3.4}
\end{equation*}
$$

therefore $y(t)$ is a $T$-periodic solution of Eq. (1.1). This completes the proof.

Note that the above proof depends on the condition that $n=1$, or $x \in \Re$, because the argument that "if $x_{1}(0) \neq x(0)$, then $x_{1}(0)>x(0)$ or $x_{1}(0)<x(0) "$ is used. Massera has a similar result for $n=2$.

Theorem 11.3.2 (Massera) Assume that Eq. (1.1) is T-periodic in $t$ and that $f(t, x)$ is continuous on $[0, \infty) \times \Re^{n}$ and satisfies a weak Lipschitz condition with respect to $x$. If $n=2$ and if Eq. (1.1) has a solution that is bounded on $[0, \infty)$, then Eq. (1.1) has a T-periodic solution.

For Theorem 11.3.2, the proof depends on the geometry in $\Re^{2}$ and in general, cannot be extended to higher dimensional cases.

These indicate that in order to obtain periodic solutions for differential equations in general $\Re^{n}, n \geq 1$, other ideas that are dimension-independent must be exploited. To this end, note that if $x_{0}$ is in some set, then $P\left(x_{0}\right)=$ $x\left(T, 0, x_{0}\right)$ may not be in the same set. Therefore, many fixed point theorems in functional analysis are not applicable. However, Horn's fixed point theorem (see the Appendix) can be used very well here.

Theorem 11.3.3 (Horn's fixed point theorem) Let $E_{0} \subset E_{1} \subset E_{2}$ be convex subsets of a Banach space $Z$, with $E_{0}$ and $E_{2}$ compact subsets and $E_{1}$ open relative to $E_{2}$. Let $P: E_{2} \rightarrow Z$ be a continuous mapping such that for some integer $m$, one has

$$
\begin{align*}
& P^{j}\left(E_{1}\right) \subset E_{2}, \quad 1 \leq j \leq m-1  \tag{3.5}\\
& P^{j}\left(E_{1}\right) \subset E_{0}, \quad m \leq j \leq 2 m-1, \tag{3.6}
\end{align*}
$$

then $P$ has a fixed point in $E_{2}$.
Horn's fixed point theorem is also called "Horn's asymptotic fixed point theorem" since it uses the idea that if $P^{k}$ has a unique fixed point for some positive integer $k$, then $P$ itself has a fixed point. If we analyze conditions (3.5) and (3.6), we find that (3.5) is related to the boundedness, and (3.6) is related to the ultimate boundedness studied in Chapter 10. Therefore, we will see that Horn's fixed point theorem allows us to derive periodic solutions from the boundedness properties for general (linear or nonlinear) $n$-dimensional differential equations, $n \geq 1$.

Theorem 11.3.4 Assume that Eq. (1.1) is T-periodic in $t$ and that $f(t, x)$ is continuous on $[0, \infty) \times \Re^{n}$ and satisfies a weak Lipschitz condition with respect to $x$. If the solutions of Eq. (1.1) are equi-ultimately bounded, then Eq. (1.1) has a T-periodic solution.

Proof. Using the weak Lipschitz condition, we know from Theorem 10.1.2 in Chapter 10 that the solutions of Eq. (1.1) are also equi-bounded.

Let $B$ be the bound in the definition of the equi-ultimate boundedness, then by the equi-boundedness, there is a $B_{1}>B$ such that $\left|x_{0}\right| \leq B$ implies $\left|x\left(t, 0, x_{0}\right)\right| \leq B_{1}, t \geq 0$. Furthermore, there is a $B_{2}>B_{1}$ such that $\left|x_{0}\right| \leq B_{1}$ implies $\left|x\left(t, 0, x_{0}\right)\right| \leq B_{2}, t \geq 0$. Now, using the equi-ultimate boundedness, there is a positive integer $m=m\left(B_{1}\right)$ such that $\left|x_{0}\right| \leq B_{1}$ implies $\left|x\left(t, 0, x_{0}\right)\right| \leq B$ for $t \geq m T$.

Now, let

$$
\begin{align*}
& E_{0}=\left\{x \in \Re^{n}:|x| \leq B\right\}  \tag{3.7}\\
& E_{1}=\left\{x \in \Re^{n}:|x|<B_{1}\right\}  \tag{3.8}\\
& E_{2}=\left\{x \in \Re^{n}:|x| \leq B_{2}\right\} \tag{3.9}
\end{align*}
$$

and define a mapping $P: E_{2} \rightarrow \Re^{n}$ by

$$
\begin{equation*}
P\left(x_{0}\right)=x_{0}+\int_{0}^{T} f(s, x(s)) d s=x\left(T, 0, x_{0}\right) \tag{3.10}
\end{equation*}
$$

where $x(t)=x\left(t, 0, x_{0}\right)$ is the unique solution of Eq. (1.1) with $x(0)=x_{0}$. We first note that $P$ is continuous in $x_{0}$, because, from Chapter 2, a solution is continuous with respect to initial data on any finite $t$-interval.

Next, let's compare $w_{1}(t)=x\left(t, 0, x\left(T, 0, x_{0}\right)\right)$ and $w_{2}(t)=x\left(t+T, 0, x_{0}\right)$. We have

$$
\begin{aligned}
w_{1}(0) & =x\left(0,0, x\left(T, 0, x_{0}\right)\right)=x\left(T, 0, x_{0}\right) \\
w_{2}(0) & =x\left(T, 0, x_{0}\right)
\end{aligned}
$$

and, since $f$ is $T$-periodic,

$$
\begin{aligned}
w_{1}^{\prime}(t) & =\frac{d}{d t} x\left(t, 0, x\left(T, 0, x_{0}\right)\right)=f\left(t, x\left(t, 0, x\left(T, 0, x_{0}\right)\right)\right)=f\left(t, w_{1}(t)\right) \\
w_{2}^{\prime}(t) & =\frac{d}{d t} x\left(t+T, 0, x_{0}\right)=f\left(t+T, x\left(t+T, 0, x_{0}\right)\right)=f\left(t, x\left(t+T, 0, x_{0}\right)\right) \\
& =f\left(t, w_{2}(t)\right)
\end{aligned}
$$

Therefore, both $w_{1}$ and $w_{2}$ are solutions of Eq. (1.1) with the same initial data $\left(0, x\left(T, 0, x_{0}\right)\right)$, thus, using uniqueness, $w_{1}(t)=w_{2}(t), t \geq 0$. In particular, $w_{1}(T)=w_{2}(T)$, or

$$
P^{2} x_{0}=x\left(2 T, 0, x_{0}\right)
$$

Similarly, we have (see an exercise)

$$
\begin{equation*}
P^{m} x_{0}=x\left(m T, 0, x_{0}\right), \quad m=1,2, \cdots \tag{3.11}
\end{equation*}
$$

Then we obtain

$$
\begin{align*}
\left|P^{j} x_{0}\right| & =\left|x\left(j T, 0, x_{0}\right)\right| \leq B_{2}, \quad j \geq 1, \quad\left|x_{0}\right| \leq B_{1}  \tag{3.12}\\
\left|P^{j} x_{0}\right| & =\left|x\left(j T, 0, x_{0}\right)\right| \leq B, \quad j \geq m, \quad\left|x_{0}\right| \leq B_{1} \tag{3.13}
\end{align*}
$$

or,

$$
\begin{array}{ll}
P^{j}\left(E_{1}\right) & \subset \quad E_{2}, \quad j \geq 1 \\
P^{j}\left(E_{1}\right) \quad \subset \quad E_{0}, \quad j \geq m \tag{3.15}
\end{array}
$$

Next, observe that $E_{0}, E_{1}$, and $E_{2}$ are convex subsets of $\Re^{n}$ with $E_{0}$ and $E_{2}$ compact subsets and $E_{1}=E_{1} \cap E_{2}$ open relative to $E_{2}$, and $E_{0} \subset E_{1} \subset$ $E_{2}$. Consequently, Horn's fixed point theorem can be applied to obtain a fixed point $x^{*}$ for the mapping $P$, that is, $P\left(x^{*}\right)=x^{*}$. Now, Lemma 11.1.2 implies that Eq. (1.1) has a periodic solution. This completes the proof.

Remark 11.3.5 Theorem 11.3.4 is similar to a result in Yoshizawa [1966] where Browder's fixed point theorem (see the Appendix) is used. They both improve a result in Burton [1985], where the existence of $m T$-periodic solutions ( $m \geq 1$ is an integer) is proved under the assumption that the solutions are uniformly ultimately bounded. The existence of $T$-periodic solutions is proved in Burton [1985] under the assumption that the solutions are uniformly bounded and uniformly ultimately bounded.

Next, note from Chapter 10 that Liapunov's method can be used to obtain the boundedness, thus, from Theorem 11.3.4, Liapunov's method can also be used to obtain periodic solutions.

Theorem 11.3.6 Assume that Eq. (1.1) is T-periodic in $t$ and that $f(t, x)$ is continuous on $[0, \infty) \times \Re^{n}$ and satisfies a weak Lipschitz condition with respect to $x$. Let $H=\left\{x \in \Re^{n}:|x| \geq M\right\}$ where $M>0$ is a constant, and let $W_{i}$ be the $\Re^{n}$-wedges.
(A). Assume there exists a function $V(t, x)$ that is continuous and satisfies a Lipschitz condition in $x$, and
(a). $W_{1}(x) \leq V(t, x)$ is satisfied on $[0, \infty) \times H$, with $W_{1}(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, and
(b). $V_{(1.1)}^{\prime}(t, x) \leq-c V(t, x)$ is satisfied on $[0, \infty) \times \Re^{n}$, where $c>0$ a constant.

Then Eq. (1.1) has a T-periodic solution.
(B). Assume there exists a function $V(t, x)$ that is continuous and satisfies a Lipschitz condition in $x$, and, on $[0, \infty) \times H$,
(a). $W_{1}(x) \leq V(t, x) \leq W_{2}(x)$ with $W_{1}(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, and
(b). $V_{(1.1)}^{\prime}(t, x) \leq-W_{3}(x)$.

Then Eq. (1.1) has a T-periodic solution.
In the above, we used ultimate boundedness and Horn's fixed point theorem to derive periodic solutions where the ultimate boundedness is used to eventually bring solutions back such that Horn's fixed point theorem can be applied. Accordingly, we have the following definition.

Definition 11.3.7 Assume that Eq. (1.1) is T-periodic in $t$. The solutions of Eq. (1.1) are said to be $T$-strictly bounded if there is a $B>0$ such that $\left|x_{0}\right| \leq B$ implies $\left|x\left(T, 0, x_{0}\right)\right| \leq B$. See Figure 11.2.


Figure 11.2: The solutions are $T$-strictly bounded

When the solutions of Eq. (1.1) are $T$-strictly bounded, Brouwer's fixed point theorem can be applied to the mapping $x_{0} \rightarrow x\left(T, 0, x_{0}\right)$ on $\left\{x \in \Re^{n}\right.$ : $|x| \leq B\}$ to get a fixed point $x_{0}=x\left(T, 0, x_{0}\right)$, which gives rise to a $T$-periodic solution. We formulate this as follows.

Theorem 11.3.8 Assume that Eq. (1.1) is T-periodic in $t$ and that $f(t, x)$ is continuous on $[0, \infty) \times \Re^{n}$ and satisfies a weak Lipschitz condition with respect to $x$. If the solutions of Eq. (1.1) are T-strictly bounded, then Eq. (1.1) has a T-periodic solution.

The condition of strictly boundedness is satisfied for a system when, for example, the solutions are nonincreasing, that is, when $|x(t)|$ are nonincreasing in $t$.

Next, we look at some examples.
Example 11.3.9 Modify Example 10.5.7 in Chapter 10 and consider the scalar equation

$$
\begin{equation*}
u^{\prime \prime}+u^{\prime}+g(u)=f(t) \tag{3.16}
\end{equation*}
$$

where $f(t)$ is continuous and $T$-periodic. Now, $f$ is bounded, thus it is shown in Example 10.5.7 that the solutions of Eq. (3.16) are uniformly bounded and uniformly ultimately bounded. Therefore, according to Theorem 11.3.4, Eq. (3.16) has a $T$-periodic solution. The periodic solution is nonzero when $f \neq 0$.
Example 11.3.10 Consider

$$
\begin{equation*}
x^{\prime}(t)=A(t) x(t)+f(t, x(t)), \quad t \geq 0, \quad x \in \Re^{n}, \tag{3.17}
\end{equation*}
$$

where $A(t)$ and $f(t, x)$ are continuous and are $T$-periodic in $t, f$ is weak Lipschitz in $x$, and $|f(t, x)| \leq M$ for some constant $M$. Assume further that all solutions of $y^{\prime}=A(t) y$ go to zero as $t \rightarrow \infty$. Then the solutions of Eq. (3.17) are equi-ultimately bounded, and hence from Theorem 11.3.4, Eq. (3.17) has a $T$-periodic solution.

We will provide several ways to verify this claim. First, we verify directly that the solutions of Eq. (3.17) are equi-ultimately bounded. We only consider the case when $t_{0}=0$, because the same argument can be used for an arbitrary $t_{0}$. From the Floquet theory in Chapter 3, there is a constant matrix $C$ and a nonsingular $T$-periodic matrix $P(t)$ such that $P(t) e^{t C}$ is the fundamental matrix solution of $y^{\prime}=A(t) y$. If all solutions of $y^{\prime}=A(t) y$ go to zero as $t \rightarrow \infty$, then so do the solutions of $z^{\prime}=C z$. Thus all eigenvalues of $C$ have negative real parts. Then, from Chapter $3,\left|e^{t C}\right| \leq M_{1} e^{-\alpha t}$ for some positive constants $M_{1}$ and $\alpha$. Now, the solution $x(t)=x\left(t, 0, x_{0}\right)$ of Eq. (3.17) is given by the variation of parameters formula

$$
\begin{equation*}
x(t)=P(t) e^{t C} x_{0}+\int_{0}^{t} P(t) e^{(t-s) C} P^{-1}(s) f(s, x(s)) d s \tag{3.18}
\end{equation*}
$$

Hence,

$$
\begin{align*}
|x(t)| \leq & |P(t)| M_{1} e^{-\alpha t}\left|x_{0}\right| \\
& +\int_{0}^{t}\left(\max _{t \in[0, T]}|P(t)|\right) M_{1} e^{-\alpha(t-s)}\left(\max _{t \in[0, T]}\left|P^{-1}(t)\right|\right) M d s \\
\leq & |P(t)| M_{1} e^{-\alpha t}\left|x_{0}\right|+K \int_{0}^{t} e^{-\alpha(t-s)} d s \\
\leq & |P(t)| M_{1} e^{-\alpha t}\left|x_{0}\right|+\frac{K}{\alpha}, \quad t \geq 0, \tag{3.19}
\end{align*}
$$

where $K=M M_{1} \max |P(t)| \max \left|P^{-1}(t)\right|$ is a constant. Now, note that for $\left|x_{0}\right|$ bounded, $|P(t)| M_{1} e^{-\alpha t}\left|x_{0}\right| \leq 1$ for large $t$ (here $t$ depends on $x_{0}$ ). Thus the solutions of Eq. (3.17) are equi-ultimately bounded with the bound $B=1+\frac{K}{\alpha}$, hence Eq. (3.17) has a $T$-periodic solution.

Another way to see why Eq. (3.17) has a $T$-periodic solution in this case is as follows: If all solutions of $x^{\prime}=A(t) x$ go to zero as $t \rightarrow \infty$, then from Theorem 11.2.1, we find that 1 is not an eigenvalue of $U(T, 0)$. Thus from Theorem 11.2.3, Eq. (3.17) has a $T$-periodic solution.

One more way to see this is given below: If all solutions of $x^{\prime}=A(t) x$ go to zero as $t \rightarrow \infty$, then from Chapter 9 , the zero solution of $x^{\prime}=A(t) x$ is asymptotically stable. Hence, from Chapter 9, the zero solution is also uniformly asymptotically stable because the equation is periodic. Now, Theorem 10.2.9 in Chapter 10 implies that the solutions of Eq. (3.17) are uniformly bounded and uniformly ultimately bounded, hence Eq. (3.17) has a $T$-periodic solution.

Example 11.3.11 In Example 11.3.10, if we replace $|f(t, x)| \leq M$ by $|f(t, x)|$ $\leq \eta|x|$ with

$$
\eta M_{1} \max |P(t)| \max \left|P^{-1}(t)\right|<\alpha
$$

where $P(t), M_{1}$, and $\alpha$ are from Example 11.3.10, then the same conclusion holds. Because now we have

$$
\begin{align*}
|x(t)| \leq & |P(t)| M_{1} e^{-\alpha t}\left|x_{0}\right| \\
& +\int_{0}^{t}\left(\max _{t \in[0, T]}|P(t)|\right) M_{1} e^{-\alpha(t-s)}\left(\max _{t \in[0, T]}\left|P^{-1}(t)\right|\right) \eta|x(s)| d s \\
\leq & |P(t)| M_{1} e^{-\alpha t}\left|x_{0}\right|+K_{1} \int_{0}^{t} e^{-\alpha(t-s)}|x(s)| d s \\
\leq & K_{2} M_{1} e^{-\alpha t}\left|x_{0}\right|+K_{1} \int_{0}^{t} e^{-\alpha(t-s)}|x(s)| d s, \quad t \geq 0 \tag{3.20}
\end{align*}
$$

where $K_{1}=\eta M_{1} \max |P(t)| \max \left|P^{-1}(t)\right|$ and $K_{2}=\max |P(t)|$ are constants. Let $u(t)=x(t) e^{\alpha t}$, then

$$
\begin{equation*}
|u(t)| \leq K_{2} M_{1}\left|x_{0}\right|+K_{1} \int_{0}^{t}|u(s)| d s, \quad t \geq 0 \tag{3.21}
\end{equation*}
$$

Now, Gronwall's inequality implies

$$
\begin{equation*}
|u(t)| \leq\left(K_{2} M_{1}\left|x_{0}\right|\right) e^{K_{1} t}, \quad t \geq 0 \tag{3.22}
\end{equation*}
$$

or,

$$
\begin{equation*}
|x(t)| \leq\left(K_{2} M_{1}\left|x_{0}\right|\right) e^{-\left(\alpha-K_{1}\right) t}, \quad t \geq 0 \tag{3.23}
\end{equation*}
$$

with $\alpha-K_{1}=\alpha-\eta M_{1} \max |P(t)| \max \left|P^{-1}(t)\right|>0$. Now, we can take the bound $B=1$ to see that the solutions of Eq. (3.17) are equi-ultimately bounded, hence Eq. (3.17) has a $T$-periodic solution.

This completes a brief account of deriving periodic solutions from the boundedness properties for general differential equations.

## Exercises 11.3

1. In Theorem 11.3.1, prove for the case when $x_{1}(0)<x(0)$.
2. Assume that $f(t, x)$ in

$$
x^{\prime}(t)=f(t, x(t)), \quad x(0)=x_{0}, \quad t \geq 0, \quad x \in \Re^{n}
$$

is $T$-periodic in $t$, where the existence and uniqueness are also assumed. Define a mapping $P$ such that $P x_{0}=x\left(T, 0, x_{0}\right)$, where $x\left(t, 0, x_{0}\right)$ is the unique solution of the equation with $x\left(0,0, x_{0}\right)=x_{0}$. Use an induction to prove that $P^{m} x_{0}=x\left(m T, 0, x_{0}\right), m=1,2,3, \cdots$.
3. Prove Theorem 11.3.6.
4. Prove Theorem 11.3.8.
5. Generalize the result in Example 11.3.10 when $f$ satisfies (2.14).

## Chapter 12

## Some New Types of Equations

### 12.1 Introduction

In the previous chapters, we have studied some properties of the differential equation

$$
\begin{equation*}
x^{\prime}(t)=f(t, x(t)), \quad x\left(t_{0}\right)=x_{0}, \quad t \geq t_{0}, \quad x(t) \in \Re^{n}, \tag{1.1}
\end{equation*}
$$

where the fundamental assumption used when modeling a system using a differential equation is that the time rate at time $t$, given as $x^{\prime}(t)$, depends only on the current status at time $t$, given as $f(t, x(t))$. Moreover, the initial condition is given in the form of $x\left(t_{0}\right)=x_{0}$. In applications, this assumption and the initial condition should be improved so we can model the situations more accurately and therefore derive better results.

One improvement of Eq. (1.1) is to assume that the time rate depends not only on the current status, but also on the status in the past; that is, the past history will contribute to the future development, or, there is a time-delay effect. For example, for a university, its current population will affect its population growth, however, its population in the past may also affect its population growth.

In fact, in his study of predator-prey models, Volterra [1928] had inves-
tigated the equation

$$
\left\{\begin{align*}
x^{\prime}(t) & =x(t)\left[a-b y(t)-\int_{-r}^{0} F_{1}(s) y(t+s) d s\right]  \tag{1.2}\\
y^{\prime}(t) & =y(t)\left[-a+c x(t)+\int_{-r}^{0} F_{2}(s) x(t+s) d s\right]
\end{align*}\right.
$$

where $x$ and $y$ are the number of preys and predators, respectively, and all constants and functions are nonnegative and $r$ is a positive constant. In $\int_{-r}^{0} F_{1}(s) y(t+s) d s$, the variable $s$ varies in the interval $[-r, 0]$, thus $y(t+s)$ is a function defined on the interval $[t-r, t]$. This says that for Eq. (1.2), the time rate at $t,\left[x^{\prime}(t), y^{\prime}(t)\right]^{T}$, depends not only on the status of $x(t)$ and $y(t)$ at $t$, but also on the past status of $x(t+s)$ and $y(t+s)$ defined on the interval $[t-r, t]$. That is, the history on the interval $[t-r, t]$ will affect the growth rates of the preys and predators at time $t$.

For similar models, Wangersky and Cunningham [1957] also used the equation

$$
\left\{\begin{aligned}
x^{\prime}(t) & =a x(t)\left[\frac{m-x(t)}{m}\right]-b x(t) y(t) \\
y^{\prime}(t) & =-c y(t)+k x(t-r) y(t-r)
\end{aligned}\right.
$$

for the predator-prey models, where $r$ is a positive constant. Here, the assumption is that the current status at $t$ and the past status at $t-r$ will affect the population growth.

In the study of the van der Pol equation, Rubanik [1969] encountered

$$
x^{\prime \prime}(t)+a x^{\prime}(t)-f(x(t-r)) x^{\prime}(t-r)+x(t)=0
$$

when taking into account the transmission time in the triode oscillator.
Other physical procedures that possess such time-delay properties include blood moving through arteries, relaxation of materials with memory from bending (e.g., metal), and signals traveling through mediums (e.g., nerves). Differential equations incorporating delay effect, or using information from the past, are called "delay differential equations." They include finite delay differential equations, infinite delay differential equations, and integrodifferential equations. Refer to Hale and Verduyn Lunel [1993] for additional results.

Another improvement of Eq. (1.1) is to allow the system to undergo some abrupt perturbations (such as due to harvesting, diseases, wars, etc.) whose duration can be negligible in comparison with the duration of the process. Therefore, we assume in this case that a solution $x$ of the system may have jump discontinuities, or impulses, at times $t_{1}<t_{2}<\cdots$, given
in the form of

$$
\begin{equation*}
x\left(t_{i}^{+}\right)-x\left(t_{i}^{-}\right)=I_{i}\left(x\left(t_{i}\right)\right), \quad i=1,2, \cdots \tag{1.3}
\end{equation*}
$$

where " + " and " - " denote the right and the left limit respectively, and $I_{i}, i=1,2, \cdots$, are some given functions. (Of course, $I_{i}$ may be identically zero, in which case there are no impulses.)

For example, Freedman, Liu, and Wu [1991] studied models of single species growth with impulsive effects; Zavalishchin [1994] studied impulsive dynamic systems for mathematical economics. Differential equations with impulsive effects are called "impulsive differential equations." Refer to Lakshmikantham, Bainov, and Simeonov [1989] for additional details.

One more improvement of Eq. (1.1) we want to introduce here is the so-called "equations with nonlocal conditions." That is, we extend the initial condition (also called the "local condition")

$$
x\left(t_{0}\right)=x_{0}
$$

to the following nonlocal condition

$$
\begin{equation*}
x\left(t_{0}\right)+g(x(\cdot))=x_{0} \tag{1.4}
\end{equation*}
$$

where $x(\cdot)$ denotes a solution (that is, $x(\cdot)$ is a function) and $g$ is a mapping defined on some space consisting of certain functions. (Of course, $g$ may be identically zero, in which case it reduces to the local condition or initial condition $x\left(t_{0}\right)=x_{0}$.) The advantage of using nonlocal conditions is that measurements at more places can be incorporated to get better models.

For example, $g(x(\cdot))$ may be given by

$$
\begin{equation*}
g(x(\cdot))=\sum_{i=1}^{q} c_{i} x\left(s_{i}\right) \tag{1.5}
\end{equation*}
$$

where $c_{i}, i=1, \cdots, q$, are given constants and $t_{0}<s_{1}<s_{2}<\cdots<s_{q}$. In this case, (1.5) allows the additional measurements at $s_{i}, i=1,2, \cdots, q$. A formula similar to (1.5) is also used in Deng [1993] to describe the diffusion phenomenon of a small amount of gas in a transparent tube. Refer to Byszewski and Lakshmikantham [1990] for additional studies of nonlocal conditions.

Having discussed the impulsive differential equations and differential equations with nonlocal conditions, it is natural to combine them together to obtain "impulsive differential equations with nonlocal conditions."

For example, if a sound wave travels through a nonuniform rod (where nonlocal conditions can be applied), and if the sound wave's amplitude or frequency changes in an impulsive fashion, then the vibration in the rod will also experience impulsive effects. So the merging of nonlocal and impulsive conditions would be helpful in modeling this system.

Finally, we point out that when we model some situations arising from physics and other applied sciences, we typically end up with partial differential equations. We can formally formulate these partial differential equations as differential equations we have seen so far. For example, for a one-dimensional heat equation

$$
\left\{\begin{array}{l}
u_{t}(t, x)=u_{x x}(t, x), \quad t \geq 0, \quad x \in[0,1]  \tag{1.6}\\
u(t, 0)=u(t, 1)=0, \quad u(0, x)=\phi(x)
\end{array}\right.
$$

in $L^{2}([0,1], \Re)$ (space of square integrable functions from $[0,1]$ to $\left.\Re\right)$, we can define $y_{0}=\phi$ and $y(t)=u(t, \cdot)$, that is, for each fixed $t, y(t)$ is a function in $x$, given as $u(t, \cdot)$ or $u(t, x)$. Next, define an operator $A=\frac{\partial^{2}}{\partial x^{2}}$ with the domain $D(A)=W_{0}^{1,2}[0,1] \cap W^{2,2}[0,1]$ (a Sobolev space; consult a text on applied functional analysis, such as Pazy [1983]) which is dense in $L^{2}([0,1], \Re)$, then we can rewrite Eq. (1.6) as the differential equation

$$
\begin{equation*}
y^{\prime}(t)=A y(t), \quad y(0)=y_{0} \tag{1.7}
\end{equation*}
$$

Formally, Eq. (1.7) looks exactly the same as a linear differential equation with a constant matrix $A$ studied in Chapter 3. However, now $y(t)$ in Eq. (1.7) is no longer a vector in $\Re^{n}$ and $A$ in Eq. (1.7) is no longer a matrix of numbers; instead, $y(t)$ is an element in the infinite-dimensional function space $L^{2}([0,1], \Re)$, and $A$ is an operator acting on the infinite-dimensional space $L^{2}([0,1], \Re)$ and is unbounded. Thus, we call the differential equations in function spaces, or in general, abstract spaces, such as Eq. (1.7), as "abstract differential equations." For abstract differential equations, if the operators, such as $A$ in Eq. (1.7), are nondensely defined, then we get "abstract differential equations with nondensely defined operators." For example, in Eq. (1.6), if we change $L^{2}([0,1], \Re)$ to $C([0,1], \Re)$ with the sup-norm, then the domain $D(A)=\left\{\phi \in C^{2}([0,1], \Re): \phi(0)=\phi(1)=0\right\}$ is not dense in $C([0,1], \Re)$ with the sup-norm.

Next, for abstract differential equations, delay effect, impulsive, and nonlocal conditions can also be imposed in the same way as we mentioned above; thus we obtain "abstract differential equations with delay, impulsive, and/or nonlocal conditions."

Most properties of $x^{\prime}(t)=f(t, x(t))$ in $\Re^{n}$ have been extended to the new types of differential equations introduced above. Refer to Pazy [1983], Burton [1985], Lakshmikantham, Bainov, and Simeonov [1989], Gripenberg, Londen, and Staffans [1990], Hino, Murakami, and Naito [1991], and Hale and Verduyn Lunel [1993] for additional details.

There are still so many important and interesting properties of $x^{\prime}(t)=$ $f(t, x(t))$ in $\Re^{n}$ that are yet to be extended to the more advanced settings. This makes the research in differential equations an active, exciting, and fruitful area where it is full of opportunities for making contributions. New ideas, new methods, and even new research areas can also be discovered in such a process of advancement.

In the following sections, we briefly describe some important features for each new type of differential equations introduced above. You may use these remarks and references to access some frontline research, and perhaps even start your own research and make contributions in this area.

### 12.2 Finite Delay Differential Equations

Here, we assume that the time rate of a system at $t$ depends on the status at $t$ and also on the status in the past on a finite interval $[t-r, t]$, where $r>0$ is a constant. For example, the population growth of a university may depend on the current population and also on the population in the past five years.

We first introduce some notations in order to set up the equations. For a fixed $t \in \Re$ and a function $x$ on the interval $[t-r, t]$, we define $x_{t}(\cdot)$ to be a function on the interval $[-r, 0]$ such that

$$
x_{t}(s)=x(t+s), \quad s \in[-r, 0]
$$

and we denote by $C\left([-r, 0], \Re^{n}\right)$ the Banach space of all continuous functions on the interval $[-r, 0]$ with the sup-norm

$$
\|\phi\|_{C}=\sup _{-r \leq s \leq 0}|\phi(s)|, \quad \phi \in C\left([-r, 0], \Re^{n}\right)
$$

And we let $f$ be a continuous function from $\Re \times C\left([-r, 0], \Re^{n}\right)$ to $\Re^{n}$.
Now, we are ready to set up the finite delay differential equations

$$
\begin{equation*}
x^{\prime}(t)=f\left(t, x_{t}\right), \quad x_{t_{0}}=\phi \in C\left([-r, 0], \Re^{n}\right), \quad t \geq t_{0}, \quad x(t) \in \Re^{n} \tag{2.1}
\end{equation*}
$$

Definition 12.2.1 A function $x(t):\left[t_{0}-r, t_{0}+T\right] \rightarrow \Re^{n}$, where $T>0$ is a constant, is said to be a solution of Eq. (2.1) on $\left[t_{0}-r, t_{0}+T\right]$ if $x_{t_{0}}=\phi$, $x(t)$ is differentiable on $\left[t_{0}, t_{0}+T\right]$, and satisfies $E q$. (2.1) for $t \in\left[t_{0}, t_{0}+T\right]$. See Figure 12.1.


Figure 12.1: A solution of Eq. (2.1)

That is, the initial "value" for a finite delay differential equation is a function $\phi$ in the Banach space $C\left([-r, 0], \Re^{n}\right)$, and the time rate at $t$ depends on the status at time $t$ and also on the status on the interval $[t-r, t]$. Therefore, to study the finite delay differential equation (2.1), some knowledge of functional analysis is needed, because now we have to deal with the function space $C\left([-r, 0], \Re^{n}\right)$, instead of $\Re^{n}$ used for differential equations without delay.

Similar to a result in Chapter 2, we note that a continuous function $x$ is a solution of Eq. (2.1) if and only if

$$
\begin{equation*}
x(t)=\phi(0)+\int_{t_{0}}^{t} f\left(s, x_{s}\right) d s, \quad t \geq t_{0}, \quad x_{t_{0}}=\phi \tag{2.2}
\end{equation*}
$$

Now, (2.2) leads us naturally to the following mapping $P$, such that for $x \in C\left(\left[t_{0}-r, t_{0}+T\right], \Re^{n}\right)$ with $x_{t_{0}}=\phi$, define $(P x)(s)=\phi\left(s-t_{0}\right), s \in$ $\left[t_{0}-r, t_{0}\right]$, and define

$$
\begin{equation*}
(P x)(t)=\phi(0)+\int_{t_{0}}^{t} f\left(s, x_{s}\right) d s, \quad t \in\left[t_{0}, t_{0}+T\right] . \tag{2.3}
\end{equation*}
$$

Therefore, given some conditions, such as Lipschitz conditions, a fixed point approach similar to those in Chapter 2 can be carried out here to derive existence, uniqueness, and other properties. See Hale and Verduyn Lunel [1993] for additional details.

### 12.3 Infinite Delay Differential Equations

Here, the assumption is that the time rate of a system at $t$ depends on the status at $t$ and also on the status in the past on the infinite interval $(-\infty, t]$. For example, the population growth of a country may depend on the current population and also on the population in the whole history.

Now, for a fixed $t \in \Re$ and a function $x$ on the interval $(-\infty, t]$, we define $x_{t}(\cdot)$ to be a function on the interval $(-\infty, 0]$ such that

$$
\begin{equation*}
x_{t}(s)=x(t+s), \quad s \in(-\infty, 0] \tag{3.1}
\end{equation*}
$$

Accordingly, we can set up the infinite delay differential equations

$$
\begin{equation*}
x^{\prime}(t)=f\left(t, x_{t}\right), \quad x_{t_{0}}=\phi, \quad t \geq t_{0}, \quad x(t) \in \Re^{n} . \tag{3.2}
\end{equation*}
$$

Definition 12.3.1 A function $x(t):\left(-\infty, t_{0}+T\right] \rightarrow \Re^{n}$, where $T>0$ is a constant, is said to be a solution of Eq. (3.2) on $\left(-\infty, t_{0}+T\right]$ if $x_{t_{0}}=\phi$, $x(t)$ is differentiable on $\left[t_{0}, t_{0}+T\right]$, and satisfies $E q$. (3.2) for $t \in\left[t_{0}, t_{0}+T\right]$. See Figure 12.2.


Figure 12.2: A solution of Eq. (3.2)

Note that for the finite delay differential equation (2.1), the initial function $\phi$ is in $C\left([-r, 0], \Re^{n}\right)$ with the sup-norm $\|\phi\|_{C}=\sup _{-r \leq s \leq 0}|\phi(s)|$. Now, (3.1) indicates that for the infinite delay differential equation (3.2), the initial function $\phi$ must be defined on the interval $(-\infty, 0]$. However, assigning norms to functions on $(-\infty, 0]$ is not completely clear, which makes the choice of a space for initial functions, also called a phase space in most references, a complex matter. A commonly used phase space is

$$
C_{g}=\left\{\phi \in C\left((-\infty, 0], \Re^{n}\right):\|\phi\|_{g}<\infty\right\}
$$

where

$$
\|\phi\|_{g} \stackrel{\text { def }}{=} \sup \left\{\frac{|\phi(s)|}{g(s)}:-\infty<s \leq 0\right\}
$$

and $g$ is a continuous positive function on $(-\infty, 0]$. To derive additional properties, you can also use the following phase spaces,

$$
\begin{gathered}
U C_{g}=\left\{\phi \in C_{g}: \frac{\phi}{g} \text { is uniformly continuous on }(-\infty, 0]\right\}, \\
L C_{g}=\left\{\phi \in C_{g}: \lim _{s \rightarrow-\infty} \frac{\phi(s)}{g(s)} \text { exists in } \Re^{n}\right\}, \\
L C_{g}^{0}=\left\{\phi \in C_{g}: \lim _{s \rightarrow-\infty} \frac{\phi(s)}{g(s)}=0\right\} .
\end{gathered}
$$

The function $g$ in the above may be a positive constant, thus the phase spaces mentioned above include, respectively, the usual spaces of bounded continuous functions, of bounded uniformly continuous functions, and of bounded continuous functions such that the limits, as $s \rightarrow-\infty$, exist.

An important thing to note is that for the finite delay differential equation (2.1), the initial function $\phi$ on $[-r, 0]$ may not be differentiable, but the corresponding solution $x(t)$ has derivatives for $t \geq t_{0}$. Therefore, for $h \geq$ $t_{0}+r$, since $x_{h}(\cdot)$ is a function defined on $[h-r, h] \subset\left[t_{0}, \infty\right), x_{h}(\cdot)$ is differentiable. That is, for Eq. (2.1), one may start with a "bad" initial function $\phi$ in $C\left([-r, 0], \Re^{n}\right)$, but after a while $\left(h \geq t_{0}+r\right)$, one gets a "good" function $x_{h}$ in $C\left([-r, 0], \Re^{n}\right)$. Therefore, we say that "Eq. (2.1) will smooth things out." See Figure 12.3.

However, for the infinite delay differential equation (3.2), the initial function $\phi$ on $(-\infty, 0]$ will be carried to $x_{h}(s)=x(h+s)$ for any $h \geq t_{0}$. That is, for $s \in(-\infty, 0]$, one has $h+s \in(-\infty, h]$, hence

$$
x_{h}(s)=x(h+s)=\phi\left(h+s-t_{0}\right)
$$

when $h+s-t_{0} \leq 0$, or when $s \leq-\left(h-t_{0}\right)$. Thus, if $\phi$ has certain property, then $x_{h}(\cdot)$ must have the same property because $\phi$ is a segment of $x_{h}(\cdot)$. In particular, if $\phi$ is not differentiable, then $x_{h}$ cannot be differentiable. Therefore, we say that "Eq. (3.2) will not smooth things out." See Figure 12.4.

To overcome this difficulty and other difficulties associated with the infinite delay, and also to include more general cases, an abstract and axiomatic approach was considered. For example, to keep certain continuity properties of solutions, the following two axioms are imposed for a general phase space $B$ of functions from $(-\infty, 0]$ to $\Re^{n}$ with a seminorm $\|\cdot\|_{B}$.


Figure 12.3: Eq. (2.1) will smooth things out
(A1). There is a positive constant $H$ and functions $K, M: \Re^{+} \rightarrow \Re^{+}$, with $K$ continuous and $M$ locally bounded, such that for any $t_{0} \in \Re$ and $T>0$, if $x:\left(-\infty, t_{0}+T\right] \rightarrow \Re^{n}, x_{t_{0}} \in B$, and $x$ is continuous on $\left[t_{0}, t_{0}+T\right]$, then for every $t \in\left[t_{0}, t_{0}+T\right]$, the following conditions hold:
a. $x_{t} \in B$,
b. $|x(t)| \leq H\left\|x_{t}\right\|_{B}$,
c. $\left\|x_{t}\right\|_{B} \leq K\left(t-t_{0}\right) \sup _{t_{0} \leq s \leq t}|x(s)|+M\left(t-t_{0}\right)\left\|x_{t_{0}}\right\|_{B}$.
(A2). For the function $x$ in (A1), $x_{t}$ is a $B$-valued continuous function for $t \in\left[t_{0}, t_{0}+T\right]$.

Under these assumptions, some fundamental results concerning existence, uniqueness, and other properties have been derived. Refer to Hale and Kato [1978], Hino, Murakami, and Naito [1991], and Hale and Verduyn Lunel [1993] for additional details. Compared to finite delay differential equations, many questions for infinite delay differential equations are still open and under investigation.

### 12.4 Integrodifferential Equations

Here, to simplify the notation, we let $t_{0}=0$ and consider, for $t \geq 0$,

$$
\begin{equation*}
x^{\prime}(t)=A x(t)+\int_{0}^{t} B(t-s) x(s) d s+f(t), \quad x(0)=x_{0} \in \Re^{n} \tag{4.1}
\end{equation*}
$$



Figure 12.4: Eq. (3.2) will not smooth things out
and

$$
\begin{equation*}
x^{\prime}(t)=A x(t)+\int_{-\infty}^{t} B(t-s) x(s) d s+f(t), x(s)=\phi(s), s \leq 0, \tag{4.2}
\end{equation*}
$$

where $A, B(\cdot)$ are $n \times n$ matrices. Since eqs. (4.1) and (4.2) contain both integral and derivative, they are called "integrodifferential equations."

Eq. (4.1) describes a system where solutions start at $t=0$ and the time rate at $t$ is determined by the status at $t$ and also by the status on the interval $[0, t]$. Since $t \geq 0$ is a variable, the size of $[0, t]$ is not fixed and is not infinite, thus this case is different from the finite delay or infinite delay differential equations mentioned in the previous sections. However, for Eq. (4.2), the time rate at $t$ is determined by the status on the interval $(-\infty, t]$, thus Eq. (4.2) can be regarded as a special case of the infinite delay differential equations described in the previous section.

To study Eq. (4.1), one method is to use an idea of Miller [1975] (see also Desch, Grimmer, and Schappacher [1988]) and reformulate integrodifferential equations into differential equations.

Let $F$ be a space of functions from $[0, \infty)$ to $\Re^{n}$ and consider the product space $\Re^{n} \times F$. We have

$$
\begin{aligned}
\frac{d}{d t} x(t+h) & =A x(t+h)+\int_{0}^{t+h} B(t+h-s) x(s) d s+f(t+h) \\
& =A x(t+h)+\int_{0}^{t} B(t+h-s) x(s) d s+f(t+h)
\end{aligned}
$$

$$
\begin{align*}
& +\int_{t}^{t+h} B(t+h-s) x(s) d s+f(t+h) \\
= & A x(t+h)+\int_{0}^{h} B(h-s) x(s+t) d s+g(t)(h), \tag{4.3}
\end{align*}
$$

where $g(t)(h)=\int_{0}^{t} B(t+h-s) x(s) d s+f(t+h)$. For $h=0$, we get

$$
\begin{equation*}
\frac{d}{d t} x(t)=A x(t)+g(t)(0) \tag{4.4}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{d}{d t} g(t)(h) & =B(h) x(t)+\int_{0}^{t}\left[\frac{d}{d t} B(t+h-s) x(s)\right] d s+\frac{d}{d t} f(t+h) \\
& =B(h) x(t)+\int_{0}^{t}\left[\frac{d}{d h} B(t+h-s) x(s)\right] d s+\frac{d}{d h} f(t+h) \\
& =B(h) x(t)+\frac{d}{d h} g(t)(h) \tag{4.5}
\end{align*}
$$

Then, as shown in Miller [1975], a solution $x$ of Eq. (4.1) is the first component of a solution of the differential equation

$$
\frac{d}{d t}\left[\begin{array}{c}
x(t)  \tag{4.6}\\
g(t)(\cdot)
\end{array}\right]=\left[\begin{array}{c}
A x(t)+g(t)(0) \\
(\bar{B} x(t))(\cdot)+\frac{d}{d h} g(t)(\cdot)
\end{array}\right]
$$

in the product space $\Re^{n} \times F$, where $\bar{B}$ is an operator $\Re^{n} \rightarrow F$ such that for $x \in \Re^{n}$ and $h \geq 0,(\bar{B} x)(h)=B(h) x$.

Therefore, we can formulate the following differential equation in the product space $\Re^{n} \times F$,

$$
\frac{d}{d t}\left[\begin{array}{c}
x(t)  \tag{4.7}\\
g(t)(\cdot)
\end{array}\right]=\left[\begin{array}{cc}
A & \delta_{0} \\
\bar{B} & \frac{d}{d h}
\end{array}\right]\left[\begin{array}{c}
x(t) \\
g(t)(\cdot)
\end{array}\right]
$$

where $\delta_{0} \phi=\phi(0)$ and $\frac{d}{d h} \phi=\phi^{\prime}$ for $\phi \in F$ that is differentiable. Now, if we let

$$
y(t)=\left[\begin{array}{c}
x(t) \\
g(t)(\cdot)
\end{array}\right] \in \Re^{n} \times F, \quad y_{0}=\left[\begin{array}{c}
x_{0} \\
f(\cdot)
\end{array}\right] \in \Re^{n} \times F, \quad \bar{A}=\left[\begin{array}{cc}
A & \delta_{0} \\
\bar{B} & \frac{d}{d h}
\end{array}\right],
$$

then Eq. (4.7) becomes

$$
\begin{equation*}
y^{\prime}(t)=\bar{A} y(t), \quad y(0)=y_{0} . \tag{4.8}
\end{equation*}
$$

Thus, the study of abstract differential equations (see Section 12.8) can be applied to treat eqs. (4.7) and (4.8), which in turn will give the corresponding results for the integrodifferential equation (4.1).

For Eq. (4.2), one approach is to assume that $x$ is known on the interval $(-\infty, 0]$, thus Eq. (4.2) can be reduced to Eq. (4.1). But other cases can also be considered. See Desch, Grimmer, and Schappacher [1988], and Grimmer and Liu [1994](1)(2) for additional related results.

### 12.5 Impulsive Differential Equations

Here, we consider the differential equation

$$
\left\{\begin{align*}
x^{\prime}(t) & =f(t, x(t)), \quad 0 \leq t \leq T, \quad t \neq t_{i}, \quad x \in \Re^{n},  \tag{5.1}\\
x(0) & =x_{0}, \\
\Delta x\left(t_{i}\right) & =I_{i}\left(x\left(t_{i}\right)\right), \quad i=1,2, \cdots, p, \quad 0<t_{1}<t_{2}<\cdots<t_{p}<T,
\end{align*}\right.
$$

where $\Delta x\left(t_{i}\right)=x\left(t_{i}^{+}\right)-x\left(t_{i}^{-}\right)$, and $I_{i}$ 's are some given functions. The equation is called an impulsive differential equation because solutions are allowed to have jump discontinuities, or impulses, at points $t_{i}, i=1,2, \cdots, p$. It can be used to model more physical phenomena than just using the classical initial value problem with $x(0)=x_{0}$, where solutions are assumed to be continuous.

To make things more precise, we let

$$
\begin{aligned}
P C\left([0, T], \Re^{n}\right)= & \left\{x: x \text { is a mapping from }[0, T] \text { into } \Re^{n} \text { such that } x(t)\right. \text { is } \\
& \text { continuous at } t \neq t_{i} \text { and left continuous at } t=t_{i}, \text { and the } \\
& \text { right limit } \left.x\left(t_{i}^{+}\right) \text {exists (finite) for } i=1,2, \cdots, p\right\} .
\end{aligned}
$$

Then, one can verify that $P C\left([0, T], \Re^{n}\right)$ is a Banach space with the sup-norm

$$
\begin{equation*}
\|x\|_{P C}=\sup _{t \in[0, T]}|x(t)| \tag{5.2}
\end{equation*}
$$

Definition 12.5.1 A solution of Eq. (5.1) is a function

$$
x(\cdot) \in P C\left([0, T], \Re^{n}\right) \cap C^{1}\left([0, T] \backslash\left\{t_{1}, t_{2}, \cdots, t_{p}\right\}, \Re^{n}\right)
$$

which satisfies Eq. (5.1) on $[0, T]$.

Now, observe that if $x$ is a solution of Eq. (5.1), then for $t \in\left(t_{j}, t_{j+1}\right]$,

$$
\begin{aligned}
\int_{0}^{t} f(s, x(s)) d s= & \int_{0}^{t} x^{\prime}(s) d s \\
= & \int_{0}^{t_{1}} x^{\prime}(s) d s+\int_{t_{1}}^{t_{2}} x^{\prime}(s) d s+\cdots+\int_{t_{j}}^{t} x^{\prime}(s) d s \\
= & {\left[x\left(t_{1}^{-}\right)-x\left(0^{+}\right)\right]+\left[x\left(t_{2}^{-}\right)-x\left(t_{1}^{+}\right)\right]+\cdots+\left[x\left(t^{-}\right)-x\left(t_{j}^{+}\right)\right] } \\
= & {\left[x\left(t_{1}^{-}\right)-x(0)\right]+\left[x\left(t_{2}^{-}\right)-x\left(t_{1}^{+}\right)\right]+\cdots+\left[x(t)-x\left(t_{j}^{+}\right)\right] } \\
= & -x(0)-\left[x\left(t_{1}^{+}\right)-x\left(t_{1}^{-}\right)\right]-\left[x\left(t_{2}^{+}\right)-x\left(t_{2}^{-}\right)\right]-\cdots \\
& -\left[x\left(t_{j}^{+}\right)-x\left(t_{j}^{-}\right)\right]+x(t)
\end{aligned}
$$

hence

$$
\begin{align*}
x(t)= & x(0)+\int_{0}^{t} f(s, x(s)) d s \\
& +\left[x\left(t_{1}^{+}\right)-x\left(t_{1}^{-}\right)\right]+\left[x\left(t_{2}^{+}\right)-x\left(t_{2}^{-}\right)\right]+\cdots+\left[x\left(t_{j}^{+}\right)-x\left(t_{j}^{-}\right)\right] \\
= & x(0)+\int_{0}^{t} f(s, x(s)) d s+\sum_{0<t_{i}<t} \Delta x\left(t_{i}\right) \\
= & x_{0}+\int_{0}^{t} f(s, x(s)) d s+\sum_{0<t_{i}<t} I_{i}\left(x\left(t_{i}\right)\right) \tag{5.3}
\end{align*}
$$

On the other hand, let $x(\cdot) \in P C\left([0, T], \Re^{n}\right)$ be a function satisfying Eq. (5.3). First, note that for $t \in\left(t_{j}, t_{j+1}\right), \sum_{0<t_{i}<t} I_{i}\left(x\left(t_{i}\right)\right)=\sum_{i=1}^{j} I_{i}\left(x\left(t_{i}\right)\right)$ is independent of $t$, thus $\frac{d}{d t} \sum_{0<t_{i}<t} I_{i}\left(x\left(t_{i}\right)\right)=0$ for $t \neq t_{i}, i=1,2, \cdots, p$. Hence, we deduce from (5.3) that $x^{\prime}(t)=f(t, x(t)), t \neq t_{i}, x(0)=x_{0}$, and

$$
\begin{aligned}
\Delta x\left(t_{i}\right)= & x\left(t_{i}^{+}\right)-x\left(t_{i}^{-}\right) \\
= & {\left[x(0)+\int_{0}^{t_{i}} f(s, x(s)) d s+\sum_{j=1}^{i} I_{j}\left(x\left(t_{j}\right)\right)\right] } \\
& -\left[x(0)+\int_{0}^{t_{i}} f(s, x(s)) d s+\sum_{j=1}^{i-1} I_{j}\left(x\left(t_{j}\right)\right)\right] \\
= & I_{i}\left(x\left(t_{i}\right)\right)
\end{aligned}
$$

Therefore, we conclude that a function $x$ in $P C\left([0, T], \Re^{n}\right)$ is a solution of Eq. (5.1) if and only if

$$
\begin{equation*}
x(t)=x_{0}+\int_{0}^{t} f(s, x(s)) d s+\sum_{0<t_{i}<t} I_{i}\left(x\left(t_{i}\right)\right) \tag{5.4}
\end{equation*}
$$

This leads to the definition of a mapping $P$ on $P C\left([0, T], \Re^{n}\right)$ given by

$$
\begin{equation*}
(P x)(t)=x_{0}+\int_{0}^{t} f(s, x(s)) d s+\sum_{0<t_{i}<t} I_{i}\left(x\left(t_{i}\right)\right) \tag{5.5}
\end{equation*}
$$

Accordingly, conditions can be given to establish existence, uniqueness, and other properties. Refer to Guo and Liu [1993], Rogovchenko [1997], and Liu [1999] for additional related results.

### 12.6 Equations with Nonlocal Conditions

Here, we consider

$$
\left\{\begin{array}{l}
x^{\prime}(t)=f(t, x(t)), \quad 0 \leq t \leq T, \quad x \in \Re^{n}  \tag{6.1}\\
x(0)+g(x(\cdot))=x_{0}
\end{array}\right.
$$

where $x(\cdot)$ denotes a solution and $g$ is a mapping acting on some space of functions defined on $[0, T]$.

Since $g(x(\cdot))$ in Eq. (6.1) is defined on the interval $[0, T]$ rather than at a single point, Eq. (6.1) is called a "differential equation with nonlocal conditions," and can be applied with better effect than just using the classical initial value problem with $x(0)=x_{0}$, because now measurements at more places are allowed, thus more information is available.

For Eq. (6.1), observe that if $x$ is a solution, then

$$
\begin{align*}
x(t) & =x(0)+\int_{0}^{t} f(s, x(s)) d s \\
& =\left[x_{0}-g(x(\cdot))\right]+\int_{0}^{t} f(s, x(s)) d s \tag{6.2}
\end{align*}
$$

On the other hand, assume that a function $x$ on the interval $[0, T]$ satisfies (6.2). For this fixed function $x, g(x(\cdot))$ is a fixed element in $\Re^{n}$, hence $\frac{d}{d t} g(x(\cdot))=0$. Therefore, if we take a derivative in $t$, then $x$ is a solution of Eq. (6.1). That is, we conclude that a continuous function $x$ is a solution of Eq. (6.1) if and only if

$$
\begin{equation*}
x(t)=\left[x_{0}-g(x(\cdot))\right]+\int_{0}^{t} f(s, x(s)) d s \tag{6.3}
\end{equation*}
$$

This leads to a mapping $P$ on $C\left([0, T], \Re^{n}\right)$ such that

$$
\begin{equation*}
(P x)(t)=\left[x_{0}-g(x(\cdot))\right]+\int_{0}^{t} f(s, x(s)) d s \tag{6.4}
\end{equation*}
$$

Based on this, one can derive existence, uniqueness, and other properties. Refer to Byszewski and Lakshmikantham [1990] and Lin and Liu [1996] for additional related results.

### 12.7 Impulsive Equations with Nonlocal Conditions

Here, we combine impulsive differential equations and differential equations with nonlocal conditions and consider impulsive differential equations with nonlocal conditions,

$$
\left\{\begin{array}{l}
x^{\prime}(t)=f(t, x(t)), \quad 0 \leq t \leq T, \quad t \neq t_{i}, \quad x \in \Re^{n},  \tag{7.1}\\
x(0)+g(x(\cdot))=x_{0}, \\
\Delta x\left(t_{i}\right)=I_{i}\left(x\left(t_{i}\right)\right), \quad i=1,2, \cdots, p, \quad 0<t_{1}<t_{2}<\cdots<t_{p}<T
\end{array}\right.
$$

The remarks for impulsive differential equations and differential equations with nonlocal conditions indicate that we should define a solution of Eq. (7.1) to be a function

$$
x(\cdot) \in P C\left([0, T], \Re^{n}\right) \cap C^{1}\left([0, T] \backslash\left\{t_{1}, t_{2}, \cdots, t_{p}\right\}, \Re^{n}\right),
$$

that satisfies Eq. (7.1). Similar to the discussions in the previous sections, it can be verified that a function $x$ in $P C\left([0, T], \Re^{n}\right)$ is a solution of Eq. (7.1) if and only if

$$
\begin{equation*}
x(t)=\left[x_{0}-g(x(\cdot))\right]+\int_{0}^{t} f(s, x(s)) d s+\sum_{0<t_{i}<t} I_{i}\left(x\left(t_{i}\right)\right), \tag{7.2}
\end{equation*}
$$

which leads to a mapping $P$ on $P C\left([0, T], \Re^{n}\right)$ such that

$$
\begin{equation*}
(P x)(t)=\left[x_{0}-g(x(\cdot))\right]+\int_{0}^{t} f(s, x(s)) d s+\sum_{0<t_{i}<t} I_{i}\left(x\left(t_{i}\right)\right) . \tag{7.3}
\end{equation*}
$$

Based on this, some related results can be obtained.

### 12.8 Abstract Differential Equations

We have seen in Section 12.1 that a one-dimensional heat equation

$$
\left\{\begin{array}{l}
u_{t}(t, x)=u_{x x}(t, x), \quad t \geq 0, \quad x \in[0,1],  \tag{8.1}\\
u(t, 0)=u(t, 1)=0, \quad u(0, x)=\phi(x),
\end{array}\right.
$$

can be written as an abstract autonomous homogeneous differential equation

$$
\begin{equation*}
y^{\prime}(t)=A y(t), \quad y(0)=y_{0}, \quad t \geq 0, \tag{8.2}
\end{equation*}
$$

in $L^{2}([0,1], \Re)$, where $y(t)=u(t, \cdot), y_{0}=\phi$, and $A=\frac{\partial^{2}}{\partial x^{2}}$ with the domain $D(A)=W_{0}^{1,2}[0,1] \cap W^{2,2}[0,1]$.

Next, look at the following one-dimensional heat equation for material with memory, see, for example, Gripenberg, Londen, and Staffans [1990],

$$
\left\{\begin{array}{l}
q(t, x)=-E u_{x}(t, x)-\int_{0}^{t} b(t-s) u_{x}(s, x) d s, \quad t \geq 0, x \in[0,1]  \tag{8.3}\\
u_{t}(t, x)=-\frac{\partial q(t, x)}{\partial x}+f(t, x) \\
u(t, 0)=u(t, 1)=0, u(0, x)=\phi(x)
\end{array}\right.
$$

The first equation gives the heat flux and the second is the balance equation. Eq. (8.3) can be written as (assuming $E=1$ )

$$
u_{t}(t, x)=\frac{\partial^{2}}{\partial x^{2}}\left[u(t, x)+\int_{0}^{t} b(t-s) u(s, x) d s\right]+f(t, x), \quad u(0, x)=\phi(x) .
$$

Similar to Eq. (8.2), we define $y(t)=u(t, \cdot), y_{0}=\phi, f(t)=f(t, \cdot)$, and $A=\frac{\partial^{2}}{\partial x^{2}}$ with the domain $D(A)=W_{0}^{1,2}[0,1] \cap W^{2,2}[0,1]$ in $L^{2}([0,1]$, then we derive the following integrodifferential equation

$$
\begin{equation*}
y^{\prime}(t)=A\left[y(t)+\int_{0}^{t} b(t-s) y(s) d s\right]+f(t), \quad y(0)=y_{0}, \quad t \geq 0, \tag{8.4}
\end{equation*}
$$

or

$$
\begin{equation*}
y^{\prime}(t)=A y(t)+\int_{0}^{t} b(t-s) A y(s) d s+f(t), \quad y(0)=y_{0}, \quad t \geq 0 \tag{8.5}
\end{equation*}
$$

in $L^{2}([0,1], \Re)$. These indicate that differential equations from physics or other applied sciences can be reformulated as abstract differential or integrodifferential equations, such that solutions take values in abstract infinitedimensional spaces, and the matrices consisting of numbers used before will now be replaced, in general, by unbounded operators acting on some abstract infinite-dimensional spaces. Therefore, to study these abstract differential equations, the knowledge of functional analysis, such as linear or nonlinear semigroup theory, should be used. Sometimes, infinite-dimensional spaces impose some special difficulties. For example, in infinite-dimensional spaces, a bounded set may not be precompact, thus the fixed point theorems requiring compactness are not applicable sometimes and new ideas must be exploited.

Next, we briefly outline some basic theory concerning abstract differential equation (8.2) and abstract integrodifferential equation (8.4) (or Eq. (8.5)) in a general Banach space $X$. (In the case of the one-dimensional heat equation (8.1), the Banach space is $X=L^{2}([0,1], \Re)$.)

Definition 12.8.1 Let $X$ be a Banach space. A one-parameter family $T(t)$, $0 \leq t<\infty$, of bounded linear operators from $X$ into $X$ is a semigroup of bounded linear operators on $X$ if

1. $T(0)=I$, ( $I$ is the identity operator on $X)$.
2. $T(t+s)=T(t) T(s)$ for all $t, s \geq 0$.

A semigroup $T(\cdot)$ is called a " $C_{0}$ semigroup" if it is strongly continuous, that $i s$,

$$
\lim _{t \searrow 0} T(t) x=x \quad \text { for every } x \in X
$$

The linear operator $A$ defined on the domain

$$
D(A)=\left\{x \in X: \lim _{t \searrow 0} \frac{T(t) x-x}{t} \text { exists }\right\}
$$

such that

$$
A x=\lim _{t \searrow 0} \frac{T(t) x-x}{t}=\left.\frac{d^{+} T(t) x}{d t}\right|_{t=0} \quad \text { for } x \in D(A)
$$

is called the (infinitesimal) generator of the semigroup $T(\cdot)$.
Definition 12.8.2 Let $X$ be a Banach space. A continuous function $y$ : $[0, \infty) \rightarrow X$ is called a solution of (8.2) if $y:[0, \infty) \rightarrow X$ is differentiable, $y(t) \in D(A), t \geq 0$, and $y(\cdot)$ satisfies Eq. (8.2).

We have the following fundamental results (see, for example, Pazy [1983]).
Theorem 12.8.3 Let $A$ be a densely defined linear and closed operator with a nonempty resolvent set. The following three statements are equivalent:

1. The linear operator $A$ is the generator of a $C_{0}$ semigroup $T(\cdot)$ satisfying $|T(t)| \leq M e^{\omega t}$ for some constants $M \geq 1$ and $\omega \in \Re$.
2. The resolvent set of $A$ contains $(\omega, \infty)$ for some $\omega \in \Re$ and the resolvent satisfies

$$
\left|R(\lambda, A)^{n}\right| \leq \frac{M}{(\lambda-\omega)^{n}}, \quad \text { for } \lambda>\omega, \quad n=1,2, \cdots
$$

3. For any initial value $y_{0} \in D(A)$, Eq. (8.2) has a unique solution on $[0, \infty)$; and the unique solution is given by $y(t)=T(t) y_{0}$, where $T(\cdot)$ is the $C_{0}$ semigroup generated by the operator $A$.

Moreover, for the abstract nonhomogeneous differential equation

$$
\begin{equation*}
y^{\prime}(t)=A y(t)+f(t), \quad y(0)=y_{0}, \quad t \geq 0 \tag{8.6}
\end{equation*}
$$

the solution is given by

$$
\begin{equation*}
y(t)=T(t) y_{0}+\int_{0}^{t} T(t-s) f(s) d s \tag{8.7}
\end{equation*}
$$

where $T(\cdot)$ is the $C_{0}$ semigroup generated by the operator $A$. The formula (8.7), which resembles formula (1.11) or (1.12) in Chapter 1 and also formula (3.3) in Chapter 3, is also called a "variation of parameters formula." Therefore, the bounded operator $T(t)$ plays the same role as the fundamental matrix solutions do for the corresponding equations in $\Re^{n}$. Accordingly, $e^{k t}$ in (1.11) of Chapter 1 and $e^{t A}$ in (3.3) of Chapter 3 are the semigroups generated by the number $k$ and the matrix $A$ respectively.

In the same way, for the abstract nonautonomous nonhomogeneous differential equation

$$
\begin{equation*}
y^{\prime}(t)=A(t) y(t)+f(t), \quad y(0)=y_{0}, \quad t \geq 0 \tag{8.8}
\end{equation*}
$$

where for each fixed $t, A(t)$ is a generator of a $C_{0}$ semigroup and satisfies some other conditions, one can show that there is an evolution system $U(t, s), 0 \leq s \leq t<\infty$, satisfying the evolution system property listed in Chapter 1 and Chapter 3. The solution of Eq. (8.8) is also given by another variation of parameters formula

$$
\begin{equation*}
y(t)=U(t, 0) y(0)+\int_{0}^{t} U(t, s) f(s) d s \tag{8.9}
\end{equation*}
$$

which resembles formula (1.14) in Chapter 1 where $U(t, s)=e^{\int_{s}^{t} k(h) d h}$, and formula (2.19) in Chapter 3.

Formulas (8.7) and (8.9) indicate that for abstract infinite-dimensional differential equations, we sometimes can still derive results that are similar to those for differential equations in $\Re^{n}$. They also lead to the definitions of mappings such that for Eq. (8.6),

$$
\begin{equation*}
(P y)(t)=T(t) y(0)+\int_{0}^{t} T(t-s) f(s) d s \tag{8.10}
\end{equation*}
$$

and for Eq. (8.8),

$$
\begin{equation*}
(P y)(t)=U(t, 0) y(0)+\int_{0}^{t} U(t, s) f(s) d s \tag{8.11}
\end{equation*}
$$

Therefore, fixed point approaches can be applied to derive certain properties.

For the abstract integrodifferential equation (8.4) (or Eq. (8.5)), the counterpart of a semigroup $T(\cdot)$ of Eq. (8.2) is now a resolvent operator $R(\cdot)$ of Eq. (8.4), which we briefly define as an operator for each $t$, such that for $t \geq 0$,

$$
\begin{align*}
\frac{d}{d t} R(t) y & =A\left[R(t) y+\int_{0}^{t} b(t-s) R(s) y d s\right] \\
& =R(t) A y+\int_{0}^{t} R(t-s) A b(s) y d s, \quad y \in D(A) \tag{8.12}
\end{align*}
$$

See Grimmer and Liu [1994](2) and Liu [1994] for additional details showing that the solution of Eq. (8.4) (or Eq. (8.5)) is given by

$$
\begin{equation*}
y(t)=R(t) y(0)+\int_{0}^{t} R(t-s) f(s) d s \tag{8.13}
\end{equation*}
$$

provided a resolvent operator $R(\cdot)$ exists. This is similar to the semigroup approach for the differential equation (8.2), and leads to the definition of a mapping $P$ such that

$$
\begin{equation*}
(P y)(t)=R(t) y(0)+\int_{0}^{t} R(t-s) f(s) d s \tag{8.14}
\end{equation*}
$$

Therefore, some results can be obtained along this line.
Many results for differential equations $x^{\prime}(t)=f(t, x(t))$ in $\Re^{n}$ have been carried to the new types of differential equations in abstract infinitedimensional spaces. For example, Miller [1975] and Desch, Grimmer, and Schappacher [1988] examined the wellposedness and other properties for abstract integrodifferential equations; Grimmer and Liu [1992] studied stability and boundedness of abstract integrodifferential equations using LiapunovRazumikhin's methods; Naito and Minh [1999] obtained almost periodic solutions for abstract evolution equations; and, Henriquez [1974], Burton and Zhang [1991], and Liu [2000] derived periodic solutions for abstract evolution equations with infinite delay.

However, many important and interesting questions for differential equations and integrodifferential equations in abstract infinite-dimensional spaces are still open and under investigation. You are encouraged to join this active research in differential equations and make some contributions.

## Appendix

## 1. Linear Algebra

Definition. A set of vectors $\left\{v_{1}, v_{2}, \cdots, v_{k}\right\}$ in $\Re^{n}$ is said to be linearly dependent if there exist constants $\left\{c_{1}, c_{2}, \cdots, c_{k}\right\}$, not all zero, such that

$$
c_{1} v_{1}+c_{2} v_{2}+\cdots+c_{k} v_{k}=0
$$

A set of vectors $\left\{v_{1}, v_{2}, \cdots, v_{k}\right\}$ in $\Re^{n}$ is said to be linearly independent if it is not linearly dependent; that is, there do not exist constants $\left\{c_{1}, c_{2}, \cdots, c_{k}\right\}$, not all zero, such that $\sum_{i=1}^{k} c_{i} v_{i}=0$.

Theorem. If the $n \times n$ matrices $A$ and $B$ are similar, then $A$ and $B$ have the same eigenvalues.

Proof. Assume $C^{-1} A C=B$ for some nonsingular $n \times n$ matrix $C$, then

$$
\begin{align*}
\operatorname{det}(B-\lambda E) & =\operatorname{det}\left(C^{-1} A C-\lambda E\right)=\operatorname{det}\left(C^{-1}(A-\lambda E) C\right) \\
& =\left[\operatorname{det} C^{-1}\right][\operatorname{det}(A-\lambda E)][\operatorname{det} C] \\
& =\left[\operatorname{det}\left(C^{-1} C\right)\right][\operatorname{det}(A-\lambda E)]=[\operatorname{det} E][\operatorname{det}(A-\lambda E)] \\
& =\operatorname{det}(A-\lambda E), \tag{1}
\end{align*}
$$

therefore, $A$ and $B$ have the same eigenvalues.

Theorem. If the eigenvalues $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ of an $n \times n$ matrix $A$ are distinct, then the corresponding eigenvectors $v_{1}, v_{2}, \cdots, v_{n}$ are linearly independent.

Proof. If $v_{1}, v_{2}, \cdots, v_{n}$ are linearly dependent, then there is a least index $p$ such that $v_{1}, v_{2}, \cdots, v_{p}$ are linearly independent and $v_{p+1}$ is a linear combination of $v_{1}, v_{2}, \cdots, v_{p}$. Thus there exist numbers $c_{1}, c_{2}, \cdots, c_{p}$ such that

$$
\begin{equation*}
c_{1} v_{1}+c_{2} v_{2}+\cdots+c_{p} v_{p}=v_{p+1} \tag{2}
\end{equation*}
$$

Applying the matrix $A$ to both sides of (2) and using $A v_{i}=\lambda_{i} v_{i}$, we obtain

$$
\begin{equation*}
c_{1} \lambda_{1} v_{1}+c_{2} \lambda_{2} v_{2}+\cdots+c_{p} \lambda_{p} v_{p}=\lambda_{p+1} v_{p+1} \tag{3}
\end{equation*}
$$

Now, multiplying $\lambda_{p+1}$ to (2) and subtracting the result from (3), we get

$$
\begin{align*}
& c_{1}\left(\lambda_{1}-\lambda_{p+1}\right) v_{1}+c_{2}\left(\lambda_{2}-\lambda_{p+1}\right) v_{2}+\cdots+c_{p}\left(\lambda_{p}-\lambda_{p+1}\right) v_{p} \\
& =\lambda_{p+1} v_{p+1}-\lambda_{p+1} v_{p+1}=0 \tag{4}
\end{align*}
$$

Since $v_{1}, v_{2}, \cdots, v_{p}$ are linearly independent, we must have $c_{1}\left(\lambda_{1}-\lambda_{p+1}\right)=$ $c_{2}\left(\lambda_{2}-\lambda_{p+1}\right)=\cdots=c_{p}\left(\lambda_{p}-\lambda_{p+1}\right)=0$. Because the eigenvalues are distinct, then $c_{1}=c_{2}=\cdots=c_{p}=0$. Using (2), we obtain $v_{p+1}=0$, which contradicts the fact that an eigenvector is a nonzero vector. This completes the proof.

Theorem (Cayley-Hamilton). Let $A$ be an $n \times n$ matrix and let $P(\lambda)=$ $\operatorname{det}(\lambda E-A)$ be the characteristic polynomial of matrix $A$, then $P(A)=0$ (the 0 matrix).

Proof. From linear algebra, the matrix $\lambda E-A$ has an $n \times n$ adjoint matrix $B(\lambda)$ such that

$$
\begin{equation*}
B(\lambda)(\lambda E-A)=[\operatorname{det}(\lambda E-A)] E=P(\lambda) E \tag{5}
\end{equation*}
$$

and, in this case, every entry of $B(\lambda)$ is a polynomial in $\lambda$ with order $\leq n-1$. Accordingly, using the matrix operations, $B(\lambda)$ can be written as

$$
\begin{equation*}
B(\lambda)=\lambda^{n-1} B_{0}+\lambda^{n-2} B_{1}+\cdots+\lambda B_{n-2}+B_{n-1} \tag{6}
\end{equation*}
$$

where $B_{0}, B_{1}, \cdots, B_{n-1}$ are all $n \times n$ matrices consisting of numbers. Also, we can write $P(\lambda)=\lambda^{n}+a_{1} \lambda^{n-1}+\cdots+a_{n-1} \lambda+a_{n}$, then

$$
\begin{equation*}
P(\lambda) E=\lambda^{n} E+a_{1} \lambda^{n-1} E+\cdots+a_{n-1} \lambda E+a_{n} E \tag{7}
\end{equation*}
$$

On the other hand, from (6),

$$
\begin{align*}
B(\lambda)(\lambda E-A)= & {\left[\lambda^{n-1} B_{0}+\lambda^{n-2} B_{1}+\cdots+\lambda B_{n-2}+B_{n-1}\right](\lambda E-A) } \\
= & \lambda^{n} B_{0}+\lambda^{n-1}\left(B_{1}-B_{0} A\right)+\lambda^{n-2}\left(B_{2}-B_{1} A\right) \\
& +\cdots+\lambda\left(B_{n-1}-B_{n-2} A\right)-B_{n-1} A \tag{8}
\end{align*}
$$

Now, from (5), (7), and (8),

$$
\left\{\begin{align*}
B_{0} & =E  \tag{9}\\
B_{1}-B_{0} A & =a_{1} E \\
B_{2}-B_{1} A & =a_{2} E \\
\ldots \cdots & \\
B_{n-1}-B_{n-2} A & =a_{n-1} E \\
-B_{n-1} A & =a_{n} E
\end{align*}\right.
$$

Multiplying $A^{n}$ to the first equality in (9) from the right, multiplying $A^{n-1}$ to the second equality in (9) from the right, $\cdots$, and multiplying $A$ to the $n$th equality in (9) from the right, we obtain

$$
\left\{\begin{align*}
B_{0} A^{n} & =A^{n},  \tag{10}\\
B_{1} A^{n-1}-B_{0} A^{n} & =a_{1} A^{n-1} \\
B_{2} A^{n-2}-B_{1} A^{n-1} & =a_{2} A^{n-2}, \\
\cdots \cdots & \\
B_{n-1} A-B_{n-2} A^{2} & =a_{n-1} A, \\
-B_{n-1} A & =a_{n} E
\end{align*}\right.
$$

Add them and we see that the left-hand side becomes zero, and the righthand side is $P(A)$. Thus $P(A)=0$, which completes the proof.

## 2. Functions

Definition. A pair $(X, \rho)$ is called a metric space if $X$ is a set (not necessarily a linear space) and $\rho: X \times X \rightarrow[0, \infty)$ such that for $x, y, z \in X$, one has
(a). $\rho(x, y) \geq 0 ; \rho(x, x)=0 ; \rho(x, y)=0$ implies $x=y$,
(b). $\rho(x, y)=\rho(y, x)$,
(c). $\rho(x, y) \leq \rho(x, z)+\rho(z, y)$.

Definition. A sequence $\left\{x_{n}\right\}$ in a metric space $(X, \rho)$ is called a Cauchy sequence if for any $\varepsilon>0$ there exists $N$ such that $n, m>N$ implies $\rho\left(x_{n}, x_{m}\right)<\varepsilon$. A metric space $(X, \rho)$ is called complete if every Cauchy sequence in $X$ converges to a limit in $X$.

Definition. A triple ( $L,+, \cdot$ ) is called a linear space (or vector space) over the real numbers $\Re$ (or a field $F$ ) if $L$ is a set, and for $x, y \in L$ and $a \in \Re$, $x+y$ and $a \cdot x=a x$ are in $L$, and
(1). $x+y=y+x, \quad x, y \in L$,
(2). $x+(y+z)=(x+y)+z, x, y, z \in L$,
(3). there is a unique $0 \in L$ with $0+x=x$ for all $x \in L$,
(4). for each $x \in L$, there is a unique $-x \in L$ with $x+(-x)=0$,
(5). $a(b x)=(a b) x, a, b \in \Re, x \in L$,
(6). $1 \cdot x=x, x \in L$,
(7). $(a+b) x=a x+b x, a, b \in \Re, x \in L$,
(8). $a(x+y)=a x+a y, a \in \Re, x, y \in L$.

Definition. A linear space $L$ is called a normed space if for each $x \in L$ there is a nonnegative real number $|x|$, called the norm of $x$, such that
(1). $|x|=0$ if and only if $x=0$,
(2). $|a x|=|a||x|$ for each $a \in \Re, x \in L$,
(3). $|x+y| \leq|x|+|y|$.

Definition. A linear normed space $(L,|\cdot|)$ is called a Banach space if it is complete in the metric $\rho(x, y)=|x-y|$.

Definition. A sequence of functions $\left\{f_{m}(t)\right\}_{m \geq 1}$ on an interval $[a, b]$ is called uniformly bounded on $[a, b]$ if for some constant $C>0,\left|f_{m}(t)\right| \leq$ $C$ on $[a, b]$ for all $m \geq 1$; the sequence is called equi-continuous on $[a, b]$ if for any $\varepsilon>0$, there exists a $\delta=\delta(\varepsilon)>0$ such that $t_{1}, t_{2} \in[a, b]$ and $\left|t_{1}-t_{2}\right| \leq \delta$ imply $\left|f_{m}\left(t_{1}\right)-f_{m}\left(t_{2}\right)\right| \leq \varepsilon$ for all $m \geq 1$.

Theorem (Cauchy's criterion). Let $\left\{f_{m}(x)\right\}$ be a sequence of functions from a domain $D \subset \Re$ to $\Re^{n}$. The series $\sum_{m=1}^{\infty} f_{m}(x)$ converges uniformly to a function on $D$ if and only if for any $\varepsilon>0$ there exists an $M(\varepsilon)>0$ such that if $m \geq k \geq M(\varepsilon)$, then

$$
\left|f_{k}(x)+\cdots+f_{m}(x)\right| \leq \varepsilon,
$$

for all $x \in D$.
Theorem. Let $\left\{f_{m}(x)\right\}$ be a sequence of continuous functions from a domain $D \subset \Re$ to $\Re^{n}$ such that the series $\sum_{m=1}^{\infty} f_{m}(x)$ converges uniformly to $a$ function $f$ on $D$, then $f$ is continuous on $D$.

Theorem (Weierstrass $M$-test). Let $\left\{M_{m}\right\}$ be a sequence of positive real numbers and let $\left\{f_{m}(x)\right\}$ be a sequence of functions from a domain $D \subset \Re$ to $\Re^{n}$ such that $\left|f_{m}(x)\right| \leq M_{m}$ for $x \in D$ and $m \geq 1$. If the series $\sum_{m=1}^{\infty} M_{m}$ is convergent, then the series $\sum_{m=1}^{\infty} f_{m}(x)$ converges uniformly to a function on $D$. If in addition each $\left\{f_{m}(x)\right\}$ is continuous on $D$, then the series $\sum_{m=1}^{\infty} f_{m}(x)$ converges uniformly to a continuous function on $D$.

Theorem (Arzela-Ascoli theorem). Let $\left\{f_{m}(t)\right\}_{m \geq 1}$ be a sequence of continuous functions on a compact interval $[a, b]$. If the sequence is uniformly bounded and equi-continuous on $[a, b]$, then $\left\{f_{m}(t)\right\}_{m \geq 1}$ has a subsequence, say $\left\{f_{m_{k}}(t)\right\}_{k \geq 1}$, that converges uniformly on $[a, b]$ to some continuous function $y(t)$. (That is, for any $\varepsilon>0$, there exists a $K=K(\varepsilon)>0$ such that $k \geq K$ implies $\left|f_{m_{k}}(t)-y(t)\right| \leq \varepsilon$ for all $t \in[a, b]$.)

## 3. Fixed Point Theorems

The following fixed point theorems can be found in Smart [1980], Burton [1985], and Hale and Verduyn Lunel [1993].

Definition. A mapping $P$ on a metric space $(X, \rho)$ is called $a$ contraction mapping if there is an $r \in(0,1)$ such that

$$
\rho(P x, P y) \leq r \rho(x, y) .
$$

Theorem (Contraction mapping principle). Let $P$ be a contraction mapping on a complete metric space $X$, then there is a unique $x \in X$ with $P x=x$. Moreover, $x=\lim _{n \rightarrow \infty} x_{n}$, where $x_{0}$ is any element of $X$ and $x_{j+1}=P x_{j}, j=0,1, \cdots$.

Proof. Now, for some $0<r<1$, we have $\rho(P y, P z) \leq r \rho(y, z)$ when $y, z \in$ $X$. Let $x_{0}$ be any element of $X$ and define $x_{j+1}=P x_{j}, j=0,1, \cdots$. Then $x_{1}=P x_{0}, x_{2}=P x_{1}=P^{2} x_{0}, \cdots, x_{j}=P x_{j-1}=\cdots=P^{j} x_{0}, j=1,2, \cdots$. Thus, for $m>n$,

$$
\begin{aligned}
\rho\left(x_{n}, x_{m}\right) & =\rho\left(P^{n} x_{0}, P^{m} x_{0}\right) \\
& \leq r \rho\left(P^{n-1} x_{0}, P^{m-1} x_{0}\right) \\
& \vdots
\end{aligned}
$$

$$
\begin{align*}
& \leq r^{n} \rho\left(x_{0}, P^{m-n} x_{0}\right)=r^{n} \rho\left(x_{0}, x_{m-n}\right) \\
& \leq r^{n}\left[\rho\left(x_{0}, x_{1}\right)+\rho\left(x_{1}, x_{2}\right)+\cdots+\rho\left(x_{m-n-1}, x_{m-n}\right)\right] \\
& \leq r^{n}\left[\rho\left(x_{0}, x_{1}\right)+r \rho\left(x_{0}, x_{1}\right)+\cdots+r^{m-n-1} \rho\left(x_{0}, x_{1}\right)\right] \\
& =r^{n} \rho\left(x_{0}, x_{1}\right)\left[1+r+\cdots+r^{m-n-1}\right] \\
& \leq r^{n} \rho\left(x_{0}, x_{1}\right) \frac{1}{1-r} \tag{11}
\end{align*}
$$

As $0<r<1$, the right-hand side goes to zero when $n \rightarrow \infty$. Thus $\left\{x_{n}\right\}$ is a Cauchy sequence, and hence has a limit $x \in X$ because $X$ is a complete metric space. Now, it is easily seen that $P$ is continuous, therefore

$$
\begin{equation*}
P x=P\left(\lim _{n \rightarrow \infty} x_{n}\right)=\lim _{n \rightarrow \infty}\left(P x_{n}\right)=\lim _{n \rightarrow \infty} x_{n+1}=x \tag{12}
\end{equation*}
$$

and $x$ is a fixed point of $P$. If $y$ is also a fixed point of $P$, then

$$
\begin{equation*}
\rho(x, y)=\rho(P x, P y) \leq r \rho(x, y), \tag{13}
\end{equation*}
$$

and, as $0<r<1$, we must have $\rho(x, y)=0$, which implies $x=y$. This completes the proof.

Theorem (Brouwer's fixed point theorem). Let $B \subset \Re^{n}$ be nonempty, convex, and compact, and let $F: B \rightarrow B$ be a continuous mapping. Then $F$ has a fixed point in $B$.

Theorem (Schauder's first fixed point theorem). Let $X$ be a nonempty, convex, and compact subset of a Banach space $Y$, and let $P: X \rightarrow X$ be $a$ continuous mapping. Then $P$ has a fixed point in $X$.

Theorem (Schauder's second fixed point theorem). Let $X$ be a nonempty, convex, and bounded subset of a Banach space $Y$ and let $P: X \rightarrow$ $X$ be a compact mapping (that is, $P$ is continuous and maps a bounded set into a precompact set). Then $P$ has a fixed point in $X$.

The following are called "asymptotic fixed point theorems" since they use the idea that if $P^{m}$ has a unique fixed point for some positive integer $m$, then $P$ itself has a fixed point.

Definition. Let $A$ and $B$ be subsets of a Banach space $Z$. If $A=B \cap C$ for an open subset $C$ of $Z$, then $A$ is open relative to $B$.

Theorem (Horn's fixed point theorem). Let $E_{0} \subset E_{1} \subset E_{2}$ be convex subsets of a Banach space $Z$, with $E_{0}$ and $E_{2}$ compact subsets and $E_{1}$ open relative to $E_{2}$. Let $P: E_{2} \rightarrow Z$ be a continuous mapping such that for some integer $m$, one has

$$
\begin{align*}
& P^{j}\left(E_{1}\right) \subset E_{2}, \quad 1 \leq j \leq m-1,  \tag{14}\\
& P^{j}\left(E_{1}\right) \subset E_{0}, \quad m \leq j \leq 2 m-1, \tag{15}
\end{align*}
$$

then $P$ has a fixed point in $E_{2}$.
Theorem (Browder's fixed point theorem). Let $E_{0} \subset E_{1} \subset E_{2}$ be convex subsets of a Banach space $Z$, with $E_{0}$ closed and $E_{1}, E_{2}$ open. Let $P: E_{2} \rightarrow Z$ be a compact mapping such that for some integer $m$, one has

$$
\begin{align*}
P^{j}\left(E_{0}\right) & \subset E_{1}, \quad 0 \leq j \leq m,  \tag{16}\\
P^{m}\left(E_{1}\right) & \subset E_{0}, \tag{17}
\end{align*}
$$

then $P$ has a fixed point in $E_{2}$.
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## Index

asymptotically stable, 27, 183, 225, difference equation, 23, 325 326, 337
attractor (repeller), 184
autonomous equation, 163
basis, 116
Bendixson's criterion, 400
Bendixson-Dulac's criterion, 401
bifurcation, 19, 273, 278, 288, 296, 306, 337
bifurcation diagram, 276
bifurcation point, 19, 273
bifurcation value, 19, 273
blow up, 61
bounded solution, 471
cascade, 350
center, 187
center manifold, 423, 429
chaos, 23, 318
chaotic, 368
characteristic exponent, 155
characteristic multiplier, 155
cobweb, 326
conservative system, 211
constant solution, 2
continuous dependence, 77
converse of stabilities, 466
critical (equilibrium) point, 172
decrescent, 458, 465
differential inequality, 198
direction field, 2
distribution diagram, 187
dissipative system, 211
domain, 43
dynamical system, 168
eigenvalue, 135
eigenvector, 135
equi-bounded, 471
equi-ultimately bounded, 471
Euler's buckling beam, 18, 299
Euler's method, 66
evolution system, $8,108,118,120$
existence and uniqueness, 55
final state diagrams, 353
first integral, 212
fixed point, 100, 325, 501
flip bifurcation, 337
Floquet exponent, 155
Floquet theory, 153
flow, 4
fundamental matrix solution, 117
global properties, 378
gradient system, 217
Gronwall's inequality, 48
Hamiltonian function, 212

Hamiltonian system, 212
Hartman-Grobman theorem, 431
Hill's equation, 158, 246
homeomorphism, 422
homogeneous, 108
Horn's fixed point theorem, 513
horseshoe, 370
hysteresis, 303, 315
improper node, 183
initial condition (value, data), 2
initial value problem, 2
integral equation, 46
invariant set, 382
Jordan canonical form, 135
Jordan curve theorem, 379, 389, 390

L-asymptotically stable, 307, 312
leaky bucket, 51
Liapunov, 34, 197, 224, 260, 458
Liapunov exponent, 159
Lienard-type equation, 14, 404
Lienard's graphing method, 406
limit cycle, 399
limit point, 380
$\omega$-limit point, 380
$\alpha$-limit point, 380
limit set, 380
$\omega$-limit set, 380
$\alpha$-limit set, 380
linear differential equation, 9
linearization, 177
linearly independent, 116
Liouville's formula, 126
Lipschitz condition, 50, 63
local Lipschitz condition, 63
local properties, 378
logistic equation, 11
logistic map, 338
Lorenz system, 23, 361
Lotka-Volterra equation, 12, 413
manifold, 422, 423, 425, 429
map (mapping), 23, 36, 325
Massera, 511, 512
maximal interval of existence, 90
negative half-trajectory, 382
negatively invariant set, 382
negative side, 385
Newtonian system, 214
nonhomogeneous, 108
nonlinear equation, 10
norm, 42
normal form, 288
orbit, 169
order, 2
ordinary differential equation, 2,44
pendulum, 13, 206
period-doubling bifurcation, 337
period-k cycle, 336
period-k orbit, 336
period-k point, 336
periodic solution, 31,499
periodic window, 353
phase plane, 169
phase portrait, 169
Picard, 32, 46, 55
pitchfork bifurcation, 296
Poincaré-Andronov-Hopf bifurcation, 306
Poincaré-Bendixson theorem, 389
Poincaré-Bendixson annular region theorem, 403
Poincaré map, 366, 394

Poincaré section, 366, 394 positive definite, 260, 458, 465
positive half-trajectory, 382 positive side, 385
positively invariant set, 382
potential energy, 214
principle of superposition, 108
proper node, 184
Putzer algorithm, 145
recursion relation, 20,325
regular point, 172
route to chaos, 351
Routh-Hurwitz criterion, 233
$\Re^{n}$-decrescent, 465
$\Re^{n}$-positive definite, 465
$\Re^{n}$-wedge, 465
saddle, 184
saddle-node bifurcation, 278
Sarkovskii ordering, 358
semigroup, 7, 108
sensitive dependence, 364,368
separation of variables, 2 similar, 135
simple closed curve, 173
simply connected domain, 400
Smale horseshoe, 370
solution, 2, 44
spectral mapping theorem, 144
spiral point (focus), 186
stable, $17,187,224,326,337$
stable manifold, 423,425
strange attractor, 361
strictly bounded, 516
subcritical (supercritical), 298
total energy, 210
trajectory, 169
transcritical bifurcation, 288
uniformly asymptotically stable, 225
uniformly bounded, 28, 471
uniformly stable, 224
uniformly ultimately bounded, 30, 471
unimodal map, 356
universality, 356
unstable, $17,184,225,326,337$
unstable manifold, 423,425
van der Pol equation, 15, 404
variation of parameters formula, 7, 120
weak Lipschitz condition, 63
wedge, 458, 465
Wronskian, 131
solution of map, 325

